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Preface

This report is the final product of a two-year study by the
Committee on Assessing Technological Literacy, a group
of experts on diverse subjects under the auspices of the

National Academy of Engineering (NAE) and the Board on Testing and
Assessment at the Center for Education, part of the National Research
Council (NRC). The committee’s charge was to determine the most
viable approach or approaches to assessing technological literacy in U.S.
K–12 students, K–12 teachers, and out-of-school adults. To fulfill that
charge, the committee considered opportunities and obstacles to develop-
ing one or more scientifically valid and broadly applicable assessment
instruments for technological literacy in the three target populations and
specified subtest areas and sample test items for such assessments.

This report is based on Technically Speaking: Why All Americans
Need to Know More About Technology, a 2002 publication by the National
Academies, in which technological literacy was defined and a case was
made for its importance. A key finding of that report was that few data are
available about what Americans—children or adults—know and can do
with respect to technology. The general feeling, then as now, was that
people in this country are poorly prepared to think critically about many
important technological issues—from the safety of genetically modified
foods to privacy concerns raised by post-9/11 data gathering to the value
and risks of a new manned mission to the moon. But without valid and
reliable data from assessments, developing an effective strategy for im-
proving the situation is all but impossible. The present report is intended
to provide a road map for organizations and individuals to begin to fill this
data gap.



The Committee on Assessing Technological Literacy adopted
the broad definition of technology used in Technically Speaking. Technol-
ogy includes not only the tangible artifacts of the human-designed world
and the systems of which these artifacts are a part, but also the people,
infrastructure, and processes required to design, manufacture, operate,
and repair the artifacts. This comprehensive definition differs markedly
from the more common, narrower public view, in which technology is
almost exclusively associated with computers and other electronics.

This report will be of special interest to individuals and groups
promoting technological literacy in the United States or developing or
using the results of assessments in the domain of technology. Education
and government policy makers in federal and state agencies, as well as the
education research community, will also find much to think about. At the
policy level, growing concerns about the competitiveness of the U.S.
science and engineering workforce have highlighted the need for putting
more emphasis on what people—particularly K–12 students—know and
can do with respect to technology. For researchers, efforts to investigate
the dimensions of technological literacy have revealed a largely unexplored
territory related to how children and adults learn technological concepts
and how computer-based simulation might be used as an assessment tool.

The committee met seven times, sponsored one stakeholders’
workshop, and talked informally with a number of nationally recognized
experts on assessment, cognition, and related areas. The workshop, held
September 2004, brought together more than 20 individuals representing
public and private assessment organizations; technology-based industries;
classrooms, schools, and school systems; and researchers interested in
workforce and employment. The committee also received critical input
from workshop participants.

Two reviews of the literature were commissioned, one on how
people learn technology-related concepts and the other on how people
learn engineering-related concepts. The committee also commissioned an
analysis of data from the long-term science assessment conducted as part
of the National Assessment of Educational Progress. The panel collected
and reviewed some 30 assessment instruments on various aspects of tech-
nological literacy. Finally, beyond this data gathering, the report also
reflects the personal and professional experiences and judgments of com-
mittee members.

For better or worse, we live in a numbers-oriented world, in
education as well as other sectors. Many people can only be convinced of

P R E F A C Ex



the need for greater technological literacy if the argument can be backed
by hard data. For a variety of reasons, gathering such data will not be easy,
but it is important that we do so. This report provides a solid platform
from which to launch the effort.

Elsa M. Garmire, chair
Committee on Assessing Technological Literacy
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Executive Summary

In a broad sense, technology is any modification of the
natural world made to fulfill human needs or desires.
Although people tend to focus on the most recent techno-

logical inventions, such as computers, cell phones, and the Internet,
technology also includes automobiles, frozen food, irrigation systems,
manufacturing robots, and a myriad of other devices and systems that
profoundly affect everyone in a modern society.

Because of the pervasiveness of technology, an understanding of
what technology is, how it works, how it is created, how it shapes society,
and how society influences technological development is critical to in-
formed citizenship. Technological choices influence our health and eco-
nomic well-being, the types of jobs and recreation available, even our
means of self-expression. How well citizens are prepared to make those
choices depends in large part on their level of technological literacy.

The National Science Foundation (NSF) has been involved in
raising public awareness of the need for an understanding of technology
since the 1980s (Bloch, 1986). More recently, the American Association
for the Advancement of Science (AAAS, 1990), the International Tech-
nology Education Association (ITEA, 1996), and other organizations
have also called for Americans to become more savvy about technology. A
case for technological literacy has been spelled out in Technically Speaking:
Why All Americans Need to Know More About Technology (NAE and NRC,
2002) and in detailed requirements for the development of understanding
and capabilities related to technology among K–12 students (ITEA, 2000).

No one really knows the level of technological literacy among
people in this country—or for that matter, in other countries. Although
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many concerns have been raised that Americans are not as technologically
literate as they should be (e.g., Rutherford, 2004), these statements are
based on general impressions with little hard data to back them up.
Therefore, the starting point for improving technological literacy must be
to determine the current level of technological understanding and capabil-
ity, which areas require improvement first, and how technological literacy
varies among different populations—children and adults, for instance.

The goal of the Committee on Assessing Technological Literacy
was “to determine the most viable approach or approaches for assessing
technological literacy in three distinct populations in the United States:
K–12 students, K–12 teachers, and out-of-school adults.”1 The commit-
tee was not asked to develop assessment tools but to point the way toward
their development.

Assessing Technological Literacy

To assess technological literacy, one must have not only a clear
idea of what it is, but also a good deal of knowledge about assessment.
Basically, technological literacy is an understanding of technology at a
level that enables effective functioning in a modern technological society.
For the purposes of this report, the committee defined technological
literacy as having three major components, or dimensions: knowledge,
capabilities, and critical thinking and decision making (Figure ES-1). A
similar three-part model of literacy has been proposed for information
technology (IT) (NRC, 1999).

The “knowledge dimension” of technological literacy includes
both factual knowledge and conceptual understanding. The “capabilities
dimension” relates to how well a person can use technology (defined in its
broadest sense) and carry out a design process to solve a problem. A
technologically literate person should, for example, be able to use an
automobile, a VCR, a microwave, a computer, and other technologies
commonly found in the home or office and should be able to do basic
troubleshooting when necessary. The final dimension—the “critical think-
ing and decision-making dimension”—has to do with one’s approach to
technological issues. For example, when a person with highly developed
critical-thinking and decision-making skills is confronted with a new

1The original charge, which included K–16 students and teachers, was modified
because the committee was unable to identify opportunities for assessing college
students and faculty (with the exception of pre-service teachers).

Technological
literacy is an

understanding
of technology
at a level that

enables effective
functioning
in a modern

technological
society.
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FIGURE ES-1 The
three dimensions of
technological literacy.
Source: Adapted from
NAE and NRC, 2002.

Critical Thinking 
and Decision Making

Capabilities

Knowledge
Highly

developed
Poorly
developed

Extensive

Limited 

technology, he or she asks questions about risks and benefits and can
participate in discussions and debates about the uses of that technology.

The committee does not consider attitude to be a cognitive
dimension in the same way knowledge, capability, and critical thinking
and decision making are. However, a person’s attitude toward technology
can provide a context for interpreting the results of an assessment. In other
words, what a person knows—or does not know—about a subject can
sometimes be correlated with his or her attitude toward that subject.

Although few assessments have been developed for technological
literacy, many good assessment tools have been developed for other sub-
jects, from reading and writing to science and mathematics. Indeed, the
field of assessment is mature in many other domains.

Benefits

Of the many groups that would benefit from the development of
assessments of technological literacy, the most obvious is the formal-
education community. As more and more states move toward adopting
technology-education standards for K–12 students (Meade and Dugger,
2004), schools will have to measure how well they are implementing those
standards. Assessments will provide a gauge of how effectively schools
promote technological literacy and an indication of where improvements
can be made.
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For K–12 students to become technologically literate, their teach-
ers must also become technologically literate. To this end, colleges of
education will need assessment tools to gauge the level of technological
literacy of teachers-in-training. Even teachers of nontechnical subjects
must be technologically literate to make connections between their subject
areas and technology. Many other institutions and organizations—such as
media outlets, museums, government agencies, and associations that rep-
resent industries—would benefit from knowing the level of technological
literacy of their customers, patrons, or target audiences.

Levels and types of technological literacy are bound to differ
among people from different social, cultural, educational, and work back-
grounds. To the extent that these differences put particular people or
groups at a disadvantage (e.g., related to educational or employment
opportunities), technological literacy can be considered a social-justice
issue. Assessment can identify these differences, thus creating opportuni-
ties for lessening them.

However, to make a case for raising the level of technological
literacy, one must first be able to show that the present level is low, which
is difficult to do without a good measure of technological literacy. Until
technological literacy is assessed in a rigorous, systematic way, it is
not likely to be considered a priority by policy makers, educators, or aver-
age citizens.

Existing Assessment Instruments

As a context for discussion, the committee collected examples of
assessments that can measure an aspect of technological literacy, even if
they were not developed for that purpose. Altogether, the committee
identified 28 such instruments, including several developed outside the
United States. About two-thirds target K–12 students, nearly one-third
focus on out-of-school adults, and two are intended for teachers. Most
existing assessments for out-of-school adults tend to focus on awareness,
attitudes, and opinions, rather than on knowledge or capabilities.

The committee concluded that none of these instruments is
completely adequate to the task of assessing technological literacy, because
none of them fully covers the three dimensions spelled out in Technically
Speaking. Most of them emphasize the knowledge dimension, although a
number include items that explore technological capabilities, and a hand-
ful even focus solely on the capability dimension. But very few include the

Levels and types
of technological

literacy are
bound to differ
among people
from different

social, cultural,
educational,

and work
backgrounds.
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critical-thinking and decision-making dimension. Assessing technology-
related capability, which includes the ability to use a design process, is
more difficult than gauging knowledge, and only a few methods have been
tried for assessing it, partly because this tends to be very expensive, at least
for large-scale application. Nevertheless, assessing the capability dimen-
sion is crucial. Only a few instruments encourage higher order thinking
(critical thinking and decision making), although a goal of all types of
learning is to encourage thinking that considers uncertainty and requires
nuanced judgment, rather than just factual recall.

Developing a Conceptual Framework

One step common to the design of assessments is the develop-
ment of a framework that describes the cognitive and content components
of the proposed assessment. The framework often suggests the relative
emphasis on each area of content, depending on the age of the test
population and other factors. The conceptual underpinnings of the frame-
work can be represented visually as a two-dimensional matrix, which
serves as a blueprint for the more detailed phases of assessment design, the
development of test specifications, and, ultimately, the development of
test items.

The committee developed a sample assessment matrix (Fig-
ure ES-2) modeled after conceptual frameworks developed for the Na-
tional Assessment of Educational Progress (NAEP) for closely related
subjects (e.g., science and mathematics) (NAGB, 2002, 2004). With one
modification, the matrix includes the three dimensions of technological
literacy described in Technically Speaking—knowledge, capabilities, and

TECHNOLOGY 
AND SOCIETY

DESIGN

PRODUCTS 
AND SYSTEMS

CHARACTERISTICS, 
CORE CONCEPTS, 

AND CONNECTIONS

C
O

N
T

E
N

T
 A

R
E

A
S

COGNITIVE DIMENSIONS

KNOWLEDGE CAPABILITIES          AND DECISION MAKING
CRITICALTHINKING

FIGURE ES-2
Proposed
assessment matrix
for technological
literacy.

One step
common to the
design of
assessments is
the development
of a framework.
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ways of thinking and acting (renamed “critical thinking and decision
making”)—as the cognitive levels, that is, the three column heads. For
each cognitive level, there are four content areas, the row heads: technol-
ogy and society; design; products and systems; and characteristics, core
concepts, and connections.

The proposed matrix is intended to be a starting point for design-
ers of assessment frameworks for technological literacy. The committee
recognizes that a number of other arrangements of content are possible.

General Principles

After reviewing existing assessment instruments and the litera-
ture on assessment, cognition, and technological literacy; consulting with
a variety of stakeholders; and drawing upon the expertise of committee
members, the committee developed the following general principles to
guide the development of assessments of technological literacy for stu-
dents, teachers, and out-of-school adults:

1. Assessments should be designed with a clear purpose in mind.
2. Assessment developers should take into account research

findings related to how children and adults learn, including
how they learn about technology.

3. The content of an assessment should be based on rigorously
developed learning standards.

4. Assessments should provide information about all three
dimensions of technological literacy—knowledge,
capabilities, and critical thinking and decision making.

5. Assessments should not reflect gender, culture, or
socioeconomic bias.

6. Assessments should be accessible to people with mental or
physical disabilities.

Findings and Recommendations

In addition to these general principles, the committee developed
findings and 12 related recommendations that address five critical areas
(Table ES-1): instrument development; research on learning; computer-
based assessment methods; framework development; and public percep-
tions of technology.
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The committee’s overarching finding, based on the review of
assessment instruments described above and the results of a committee-
sponsored workshop, is that assessment of technological literacy in the
United States is in its infancy. This is not surprising given that most
students do not take (or have access to) courses in technology, the number
of teachers involved in teaching about technology is relatively small, and
little effort has been made to determine the nature and extent of adult
knowledge of, or attitudes toward, technology.

On a more positive note, the committee finds no reason why
valid, reliable assessments cannot be developed that address one or more
of the cognitive dimensions and all of the content domains of technologi-
cal literacy. Items related to ways of critical thinking and decision making
may be the most challenging for assessment developers, and items in-
tended to measure design-related capability pose special challenges related
to time and resource constraints. But both types of items can and should
be developed.

Opportunities for Assessment

There are two significant opportunities for expanding and im-
proving the assessment of technological literacy in all three populations of
interest. The first is to integrate technology-related items into existing
instruments focused on related topics; the second is to create new assess-
ments specifically for the measurement of technological literacy. These
strategies are not mutually exclusive, and the committee believes that they
should be pursued simultaneously.

TABLE ES-1 Recommendations by Category and Target Population

Opportunities for Assessment

Integrating Exploiting Broadening
Items into Developing Leveraging Innovative the Definition
Existing New In- Research on Measurement Developing of Tech-
Instruments struments Learning Techniques Frameworks nology

K–12 1, 2 3 7, 8 10 11 12
Students

Teachers 4 5 8 10 11 12

Out-of- 6, 9 6 9 10 11 12
School Adults

Assessment of
technological
literacy in the
United States is
in its infancy.
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K–12 Students

Technology-related items might be added to a handful of national
and international assessments for K–12 students. These assessments are
designed to measure levels of knowledge, capability, and reasoning related
to mathematics, science, and history.

Recommendation 1. The National Assessment Governing Board,
which oversees the National Assessment of Educational Progress
(NAEP), should authorize special studies of the assessment of tech-
nological literacy as part of the 2009 NAEP mathematics and science
assessments and the 2010 NAEP U.S. history assessment. The studies
should explore the content connections between technology, science,
mathematics, and U.S. history to determine the feasibility of adding
technology-related items to future NAEP assessments in these subjects.

Recommendation 2. The U.S. Department of Education and National
Science Foundation should send a recommendation to the International
Association for the Evaluation of Educational Achievement and the
Trends in Mathematics and Science Study (TIMSS) governing board
encouraging them to include technological literacy items in TIMSS
assessments as a context for assessments of science and mathematics.
The U.S. Department of Education and National Science Foundation
should send a recommendation to the Organization for Economic
Cooperation and Development and the governing board for the
Programme for International Student Assessment (PISA) supporting
the inclusion of technological literacy items as a cross-curricular competency.

The second area of opportunity for the K–12 population, the
creation of new instruments for assessing technological literacy, would
break new ground. The challenges to this ambitious approach would be
great, but so would the potential benefits, especially the realization of a
comprehensive picture of what young people know and can do with
relation to technology.

Recommendation 3. The National Science Foundation should fund a
number of sample-based studies of technological literacy in K–12
students. The studies should have different assessment designs
and should assess different population subsets, based on geography,
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population density, socioeconomic status, and other factors. Decisions
about the content of test items, the distribution of items among the
three dimensions of technological literacy, and performance levels should
be based on a detailed assessment framework.

K–12 Teachers

Although many students have sophisticated technological capa-
bilities, they cannot be expected to be fully technologically literate unless
their teachers are. Technology is integral to all educational disciplines,
from history to art to science, and teachers should be able to discuss
technology-related issues in one form or another. However, very little
information is available on the technological literacy of teachers. Al-
though teachers and teachers’ unions may resist the idea of assessing
technological literacy, the teacher-quality provisions of the No Child
Left Behind Act (NCLB) may provide an opportunity to introduce
technology-related test items into existing test instruments. New, stand-
alone assessments would require protections of teachers’ privacy and
limited uses of test data to encourage participation.

Recommendation 4. When states determine whether teachers are
“highly qualified” under the provisions of the No Child Left Behind
Act (NCLB), they should ensure—to the extent possible—that assess-
ments used for this purpose include items that measure technological
literacy. This is especially important for science, mathematics, history,
and social studies teachers, but it should also be considered for teachers
of other subjects. In the review of state plans for compliance with
NCLB, the U.S. Department of Education should consider the extent
to which states have fulfilled this objective.

Recommendation 5. The National Science Foundation and U.S.
Department of Education should fund the development and pilot
testing of sample-based assessments of technological literacy among
pre-service and in-service teachers of science, technology, English,
social studies, and mathematics. These assessments should be informed
by carefully developed assessment frameworks. The results should be
disseminated to schools of education, curriculum developers, state boards
of education, and other groups involved in teacher preparation and
teacher quality.
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Out-of-School Adults

Very little is known about the technological literacy of out-
of-school adults, although a few instruments, such as the 2001 and
2004 ITEA/Gallup polls (ITEA, 2001, 2004) and the NSF’s now-
discontinued biannual surveys of public understanding of science and
technology (e.g., NSB, 2004) have focused on the understanding, atti-
tudes, and opinions of adults related to technology. Recently, the United
States and several other countries have developed and administered a
revamped international literacy assessment, the Adult Literacy and
Lifeskills Survey (ALL), that focuses on prose and document literacy but
redefines quantitative literacy as numeracy, implying a broad range of
content items, some of which could be relevant to the assessment
of technological literacy (Lemke, 2004). In addition, ALL measures a
cross-curricular area of competency related to problem solving, which is
a distinguishing feature of the technological design process.

Recommendation 6. The International Technology Education Asso-
ciation should continue to conduct a poll on technological literacy every
several years, adding items that address the three dimensions of tech-
nological literacy, in order to build a database that reflects changes over
time in adult knowledge of and attitudes toward technology. In addi-
tion, the U.S. Department of Education, working with its international
partners, should expand the problem-solving component of the Adult
Literacy and Lifeskills Survey to include items relevant to the assess-
ment of technological literacy. These items should be designed to
gauge participants’ general problem-solving capabilities in the context
of familiar, relevant situations. Agencies that could benefit by knowing
more about adult understanding of technology, such as the National
Science Foundation, U.S. Department of Education, U.S. Department
of Defense, and National Institutes of Health, should consider funding
projects to develop and conduct studies of technological literacy. Fi-
nally, opportunities for integrating relevant knowledge and attitude
measures into existing studies, such as the General Social Survey, the
National Household Education Survey, and Surveys of Consumers,
should be pursued.
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Research on Learning

Because the assessment of technological literacy is in its infancy,
many questions related to the nature of technological learning remain
unanswered—in some cases, unasked. Therefore, the first step must be to
collect and analyze work that has already been done that might suggest
promising avenues for further investigation. The committee commis-
sioned two reviews of the literature—one on learning related to technol-
ogy (Petrina et al., 2004) and one on learning related to engineering
(Waller, 2004). The reviews provided background information on cogni-
tive issues related to technological literacy. In retrospect, however, the
committee—and those interested in assessment in the domain of technol-
ogy—would also have benefited from an analysis of studies in other areas,
such as learning in science and mathematics, spatial reasoning, design
thinking, and problem solving.

Recommendation 7. The National Science Foundation or U.S. De-
partment of Education should fund a synthesis study focused on how
children learn technological concepts. The study should draw on the
findings of multidisciplinary research in mathematics learning, spatial
reasoning, design thinking, and problem solving. The study should
provide guidance on pedagogical, assessment, teacher education, and
curricular issues of interest to educators at all levels, teacher-education
providers and licensing bodies, education researchers, and federal and
state education agencies.

An understanding of how people learn is critical to designing
valid, meaningful assessment instruments. However, the research base on
how people learn about technology, engineering, design, and related ideas
is relatively immature compared with the state of knowledge in the general
science of learning. Most of the information—particularly for engineer-
ing—is focused on what people know and how this varies by population,
rather than on how information is acquired, processed, and represented.
As the research base on learning about technology grows, assessments of
technological literacy will also improve. However, real progress will re-
quire a decade or more of sustained effort, including the training of a cadre
of researchers.

Recommendation 8. The National Science Foundation (NSF) and
U.S. Department of Education should support a research-capacity-
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building initiative related to the assessment of technological literacy.
The initiative should focus on supporting graduate and postgraduate
research related to how students and teachers learn technology and
engineering concepts. Funding should be directed to academic centers
of excellence in education research—including, but not limited to,
NSF-funded centers for learning and teaching—whose missions and
capabilities are aligned with the goal of this recommendation.

To the committee’s knowledge, no rigorous efforts have been
made to ascertain how adults acquire and use technological knowledge.
School and work experience could affect their performance, but adults
who are no longer in the formal education system are also influenced by a
variety of free-choice learning opportunities, including popular culture,
the news media, and museums and science centers.

Recommendation 9. The National Science Foundation should take
the lead in organizing an interagency federal research initiative to
investigate technological learning in adults. Because adult learning is
continuous, longitudinal studies should be encouraged. Informal-
learning institutions that engage broad populations, such as museums
and science centers, should be considered important venues for research
on adult learning, particularly related to technological capability. To
ensure that the perspectives of adults from a variety of cultural and
socioeconomic backgrounds are included, studies should also involve
community colleges, nonprofit community outreach programs, and
other programs that engage diverse populations.

Exploiting Innovative Measurement
Techniques

The increasing speed, power, and ubiquity of computers in vari-
ous configurations (e.g., desktops, laptops, personal digital assistants,
e-tablets, and cell phones), combined with increasing access to the
Internet, suggest a variety of innovative approaches to assessment in
many domains, but particularly for assessment of technological literacy.
Computer-adaptive testing, for example, has the potential to assess stu-
dent knowledge of technology quickly, reliably, and inexpensively. Simu-
lation could be a safe and economical approach to assessing procedural,
analytical, and abstract capabilities and skills. Internet-based, massive,
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multiplayer online games could be an inexpensive way of engaging very
large numbers of individuals for extended periods of time.

However, more research and development will be necessary be-
fore computer-based assessments of technological literacy can be used
with full confidence. For one thing, the formal, psychometric properties
of simulation must be better understood. For another, the costs of devel-
oping simulations de novo may be prohibitive.

Recommendation 10. The National Institute of Standards and Tech-
nology, which has a broad mandate to promote technology develop-
ment and an extensive track record in organizing research conferences,
should convene a major national meeting to explore the potential of
innovative, computer-based techniques for assessing technological lit-
eracy in students, teachers, and out-of-school adults. The conference
should be informed by research related to assessments of science in-
quiry and scientific reasoning and should consider how innovative
assessment techniques compare with traditional methods.

Framework Development

A necessary first step in the development of assessments for
technological literacy is the creation of a conceptual framework. Although
a number of frameworks exist in other subjects, such as mathematics,
science, and history, the committee found none in the domain of technol-
ogy. The committee believes that existing content standards for K–12
students and, by inference, for pre-service teachers and out-of-school
adults, are overly ambitious. Criteria similar to the ones used by AAAS
Project 2061 (AAAS, 1990) to identify the most important ideas in
science could be developed to help specify appropriate expectations
in technology. In general, framework designers will have to narrow and
prioritize the content to be assessed.

Recommendation 11. Assessments of technological literacy in K–12
students, K–12 teachers, and out-of-school adults should be guided
by rigorously developed assessment frameworks, as described in
this report.

• For K–12 students, the National Assessment Governing
Board, which has considerable experience in the development of
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assessment frameworks in other subjects, should commission the
development of a framework to guide the development of national
and state-level assessments of technological literacy.

• For K–12 teachers, the National Science Foundation and U.S.
Department of Education, which both have programmatic inter-
ests in improving teacher quality, should fund research to develop
a framework for an assessment of technological literacy in this
population. The research should focus on (1) determining how
the technological literacy needs of teachers differ from those of
student populations and (2) strategies for implementing teacher
assessments in a way that would provide useful information for
both teachers and policy makers. The resulting framework would
be a prerequisite for assessments of all teachers, including general-
ists and middle- and high-school subject-matter specialists.

• For out-of-school adults, the National Science Foundation and
U.S. Department of Education, which both have programmatic
activities that address adult literacy, should fund research to de-
velop a framework for the assessment of technological literacy in
this population. The research should focus on determining thresh-
olds of technological literacy necessary for adults to make in-
formed, everyday, technology-related decisions.

Expanding the Definition of Technology

Based on data from ITEA’s two Gallup polls, the results of the
committee-sponsored workshop, and informal discussions with a variety
of individuals knowledgeable about technological literacy, the committee
concluded that confusion about the word “technology” and the term
“technological literacy” is a major challenge to improving technological
literacy in the United States.

Although defining technology was not included in the statement
of task for this study, the committee is aware that many people define
technology as computers (and sometimes other electronic devices). A
great deal of interest has been expressed in the education community and
other sectors in measuring what people—adults and children—know about
and can do with computer technology (e.g., NRC, 1999). Some states,
testing companies (e.g., ETS), the federal government (through the No
Child Left Behind Act), and others support the development of, or have
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developed assessments for, measuring computer-related literacy. The In-
ternational Society for Technology in Education has developed perfor-
mance standards that have been adopted or adapted by many states for the
use of IT by K–12 students (ISTE, 2000)

Of course, children and adults in a modern nation like the United
States benefit by being able to use computer technologies. Thus, assess-
ments of computer or IT literacy focused on application skills will be
important, particularly for students. But such assessments would be even
more valuable if they also addressed other crucial aspects of technology, as
discussed in Technically Speaking (NAE and NRC, 2002) and detailed in
national educational standards for science (AAAS, 1993; NRC, 1996)
and technology (ITEA, 2000). Policy makers would benefit from know-
ing not only how capable people are with computer technology, but also
whether they can think critically and make sensible decisions about tech-
nological developments.

Recommendation 12. The U.S. Department of Education, state edu-
cation departments, private educational testing companies, and
education-related accreditation organizations should broaden the
definition of “technological literacy” to include not only the use of
educational technologies (computers) but also the study of technology,
as described in the International Technology Education Association
Standards for Technological Literacy and the National Academy of Engi-
neering and National Research Council report Technically Speaking.

Conclusion

The committee’s recommendations are largely interdependent.
For instance, all assessments for technological literacy will benefit from
the development of detailed assessment frameworks (Recommendation
11), and frameworks and assessments will improve as more becomes
known about how adults and children learn technology- and engineer-
ing-related concepts (Recommendations 7, 8, and 9). This same research
will also inform efforts to use new techniques, such as simulation and
gaming, for assessing what people know and can do with respect to
technology (Recommendation 10). And these and other novel assess-
ment tools have the potential to improve dramatically our ability to gauge
technological literacy, particularly the capabilities dimension. As educa-
tors, policy makers, and the public at large adopt a broader view of
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technology (Recommendation 12), assessments of technological literacy
will be considered not only important, but also necessary.

Although all of the recommendations are important and should
be implemented, some recommended actions will be easier and less costly
to implement—and more likely to have near-term results—than others.
For example, the integration of technology-related items into existing
instruments (Recommendations 1, 2, 4, and 6), which would leverage
already developed tests and a testing infrastructure, will be easier to
accomplish than creating de novo assessments (Recommendations 3 and 5).

Like traditional reading literacy, science literacy, civics, and
numeracy, technological literacy is considered a public good. Hence, most
of the entities addressed in the recommendations are federal and state
government agencies, a large number of which have an interest or role in
supporting science and engineering research, developing new technolo-
gies, maintaining and protecting the nation’s infrastructure, and training
the technical workforce. However, many nongovernmental organizations
will also benefit, directly or indirectly, from a more technologically literate
public. The committee hopes that these organizations will become inter-
ested and involved in broad-based efforts to promote the assessment of
technological literacy.

The Full Report

In the full report, the committee describes how the concept of
technological design can be used to guide the development of assessments
of technological literacy (Chapter 2). For readers not versed in the vo-
cabulary of assessment and cognitive science, or unfamiliar with the state
of research on technological learning,  the report provides a primer on all
three subjects (Chapter 3). Analyses of the 28 assessment instruments
collected during the course of the project are also examined in detail
(Chapter 4 and Appendix E).

Concrete examples of some of the general principles of assess-
ment of technological literacy are provided in the case studies in Chap-
ter 5. The case studies range from a nationwide sample of 7th graders to
assessments of visitors to a science museum. In addition to summaries of
the assessment instruments collected by the committee, the report in-
cludes excerpts of K–12 learning goals related to the study of technology
from three sets of content standards (Appendix B), and an annotated
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bibliography of some of the research on how people learn technology-and
engineering-related concepts (Appendix D).

The Executive Summary can be read online and downloaded free
of charge from the website of the National Academies Press (NAP),
www.nap.edu. The full report and individual chapters can be downloaded
as PDF files for a fee, and the entire report can be ordered in hard copy,
from NAP.
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1
Introduction

T echnology in the broadest sense is the modification of
the natural world to fulfill human needs and wants.
Although people often focus only on the most recent

technological inventions, such as cell phones, the Internet, and MRI
machines, technology also includes automobiles and airplanes, frozen
food and irrigation systems, manufacturing robots and chemical processes.
Virtually everyone in a modern society is profoundly influenced by
technology.

At the behavioral level, Americans have traditionally been early
adopters and enthusiastic users of a wide array of technologies, from
automobiles and televisions to air travel and wireless telecommunications,
suggesting that they not only recognize the advantages of new technolo-
gies, but also that they incorporate them into their lives and benefit from
them. But, as this report shows, technological literacy is much more than
simply being able and willing to use a technology.

Because technology is pervasive in our world, it is vitally impor-
tant that people understand what technology is, how it works, how it is
created, how it shapes society, and what factors influence technological
development. The technological choices we make are important in deter-
mining our health and economic well-being, the types of jobs and recre-
ation available to us, even our means of self-expression. How well we are
prepared to make those choices depends in large part on how technologi-
cally literate we are.

Twenty years ago, Erich Bloch, the director of the National
Science Foundation (NSF), noted the importance of his agency to the
public awareness and understanding of technology (Bloch, 1986). More
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recently, other organizations concerned with the nation’s science and
technology enterprise, such as the American Association for the Advance-
ment of Science and the International Technology Education Associa-
tion, have called for Americans to become more technologically savvy
(AAAS, 1990; ITEA, 1996). More recently, ITEA proposed standards
related to technological understanding and capabilities for K–12 students
(ITEA, 2000). And just a few years ago, the case for technological literacy
was outlined in Technically Speaking: Why All Americans Need to Know
More About Technology, a report from the National Academies (NAE and
NRC, 2002).

How Technologically Literate Are We?

Against this background, the question naturally arises about the
level of technological literacy in the American public. Most experts who
have thought about the issue in depth agree that people in this country are
not as technologically literate as they should be; but this is a general
impression with little hard data to back it up. Unfortunately, no good
measures of technological literacy are being used in the United States
today. A small number of organizations and individuals—including some
outside this country—have developed a variety of tests and surveys to try
to get a handle on what people know or believe about technology, but
most of these efforts have either been short lived or have failed to provide
the kind of data necessary for drawing useful conclusions about techno-
logical literacy.

The lack of information about technological literacy contrasts
sharply with the amount of information about literacy in other subject
areas. For example, adults’ understanding of science has been assessed for
almost three decades in surveys published biennially in Science and Engi-
neering Indicators (e.g., NSB, 2004). Scientific knowledge and under-
standing among K–12 students are evaluated in a variety of standardized
tests and by the federal National Assessment of Educational Progress
(NAEP). In addition, student achievement is regularly tested in other
school subjects, such as mathematics, English, and history. So why not
test for technology literacy?

Part of the answer is historical. Until recently, educators and
policy makers did not consider technology as separate from science.
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Therefore, not only has there been no testing specifically of technological
literacy, there has not even been a consensus on what constitutes techno-
logical literacy. This is particularly evident in elementary and secondary
schools, where technology has not been taught as a separate subject—
except in limited cases, such as industrial arts classes and, more recently,
computer classes. Logically then, schools have not tried to measure the
technological literacy of their students. Even though science and technol-
ogy—and scientific and technological literacy—are closely related, it
is important that they be treated independently for the purposes of
assessment.

Another part of the answer to our question is that technological
literacy is difficult to assess. Technological literacy has three basic compo-
nents or dimensions, each of which presents challenges for assessments.
First, a technologically literate person must have a certain amount of basic
knowledge about technology (e.g., an understanding of the concepts of
systems, feedback, trade-offs). Second, a technologically literate person
should have some basic technical capabilities, such as being able to work
with a computer and to identify and fix simple problems in the techno-
logical devices used at home and in the office. More generally, he or she
should able to employ an approach to solving problems that relies on
aspects of a design process. This second dimension is particularly difficult
to assess because it cannot be easily measured in a typical paper-and-
pencil test, especially if the test is in a multiple-choice format. And third, a
technologically literate person should be able to think critically about
technological issues and act accordingly (e.g., should construction of a
new coal-fired power plant be supported or opposed).

Many different types of assessment tools will have to be devel-
oped, depending on how the assessment data will be used and the charac-
teristics of the population being tested. Third-grade students require a
different method of assessment than eighth-grade students. An assess-
ment developed for students will not be appropriate for assessing their
teachers. And an entirely different approach will be necessary for assessing
technological literacy among out-of-school adults.

In light of the importance of assessing technological literacy,
several groups have called for the development of measurements of tech-
nological literacy. One of the recommendations in Technically Speaking,
for instance, was that “NSF . . . support the development of assessment
tools that can be used to monitor the state of technological literacy among
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students and the public in the United States.” And the Standards for
Technological Literacy called for the development of ways to gauge learning
among K–12 students, measured against the standards.

Benefits of Assessing Technological
Literacy

To appreciate the benefits of assessing technological literacy, one
must first appreciate the value of technological literacy itself. There are a
number, and according to Technically Speaking some of the most impor-
tant relate to improving how people—from consumers to policy makers—
think and make decisions about technology; increasing citizen participa-
tion in discussion of technological developments; supporting a modern
workforce, which requires workers with significant technological savvy;
and ensuring equal opportunity in such areas as education and employ-
ment for people with differing social, cultural, educational, and work
backgrounds. The benefits of technological literacy also address growing
concerns about the state of the nation’s science and engineering enterprise
in the context of the global economy (NAE, 2002; NRC, 2005).

Assessments of technological literacy will have a number of ben-
efits, too. First, they will raise the profile of technological literacy and
strengthen the case for the importance of increasing the level of techno-
logical literacy. As long as technological literacy is not assessed in a
rigorous or systematic way, it is unlikely to be considered a priority by
policy makers or the general public. Almost by definition, making a case
for boosting technological literacy will require showing that the current
level of technological literacy is too low. But this cannot be done now with
good quantitative measures. We live in a numbers-oriented world, and
many people will only heed a call for higher technological literacy if the
argument can be backed by hard data. Without numbers, the case can be
dismissed altogether.

A number of groups will benefit from good assessments of tech-
nological literacy. Perhaps the most obvious beneficiary will be the formal
education community. As the K–12 system moves toward adopting the
International Technology Education Association (ITEA) standards or in
other ways exposes students to more technology- or engineering-based
courses, schools will need to measure how well they and their students are
doing. Just as schools today assess students’ knowledge and understanding
of science, mathematics, and English, schools tomorrow will assess students’
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knowledge and understanding of technology, and for the same reason—to
determine the effectiveness of teaching and learning and decide where
improvements should be made.

Assessments of technological literacy are also important for stu-
dents training to be K–12 teachers. For schools of education to provide
future teachers with the knowledge and skills to speak knowledgeably
about technology, they must be able to measure the technological literacy
of their graduates.

Adults who have completed their formal educations continue to
learn about technology in many ways (e.g., museums and science centers;
radio, television, and print media; community and social organizations).
Each of these venues would benefit from knowing how much people
know about technology. Museums and science centers, for instance, could
use information about the technological literacy of their patrons to design
exhibits that would be useful and appealing. Journalists could use assess-
ments of technological literacy to gauge the information about technology
they can expect their audience to be familiar with and to determine what
they must explain in their reporting. Political scientists studying public
participation in technological decision making are more likely to be inter-
ested in public attitudes and ways of thinking and acting about specific
technologies, such as genetically modified foods, nuclear power, and
biometrics-based security.

Many organizations, both for-profit and nonprofit, that present
information to the public about technology would also benefit from
assessments. For example, an agricultural business introducing a new type
of genetically engineered crop or an environmental organization present-
ing the results of a study about air pollution in the national parks could
both make more effective presentations if they had a good sense of what
the public knows and believes about technology. Product developers, who
must decide which features a new product will have, would benefit from
knowing what sorts of technology their customers are comfortable or
familiar with and which sorts they tend to dislike or avoid. For similar
reasons, marketing and advertising executives in many industries would
benefit from having a better sense of what the public knows and feels
about different technologies.

To the extent that differences in technological literacy disadvan-
tage a person or group, assessment can help identify these differences, thus
opening the door to efforts to improve the situation. Finally, for govern-
ment policy makers, assessments of technological literacy would provide a
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window into the hopes and fears of people regarding technology that
could help guide policy decisions. Policy makers might even decide they
should promote efforts to improve technological literacy in this country.

Obstacles to Assessing Technological
Literacy

The developers of tools for assessing technological literacy face
significant design challenges, an issue much of the rest of this report
considers. With enough time and financial support, most of these difficul-
ties can be overcome. Overcoming the obstacles to implementation of
assessments, however, will require more than just time and money.

Consider, for example, assessments of the technological literacy
of students in grades K–12. Children in elementary and secondary school
are already subjected to a battery of standardized tests each year, and there
is tremendous and understandable resistance among teachers, school ad-
ministrators, and parents to giving more tests. The problem is not merely
taking one more day out of the schedule to administer a technological
literacy test. Once a test is added to the mix, teachers will be expected to
“teach to the test” (i.e., to ensure that students have the information they
need to do well on the test). Thus, teachers would have to find time in an
already packed day to teach about technology.

Resistance to tests for teachers could be even greater. K–12
teachers are generally reluctant to subject themselves to any test that could
be perceived as a test of professional competence, and this resistance has
been supported by their professional organizations, the National Educa-
tion Association and American Federation of Teachers. Some of this
resistance has been overcome by provisions in the No Child Left Behind
Act of 2001 (P.L. 107-110), which requires that all teachers be “highly
qualified” in the subjects they teach. One way for teachers to meet this
requirement is by passing a state-developed assessment (DOEd, 2005).
At the post-secondary level, faculty competence is considered the purview
of academic departments, which do not usually use standardized tests.

Despite these problems, testing students and teachers, who can
be found in one location—their schools—and can be ordered by the
school administration to take a test, would be less problematic and com-
plicated than assessing out-of-school adults or the general public. Histori-
cally, people have been resistant to surveys of almost any kind. The
response rate to surveys is so low that it is very difficult to get a good

The developers
of tools for
assessing

technological
literacy face

significant design
challenges.
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measure of the public as a whole. It would be even more difficult to
convince people to submit to the kinds of performance exercises that
would be necessary to assess, say, their ability to troubleshoot a technology-
related problem at home, such as an appliance that stops working.

Charge to the Committee

Given the increasing importance of technology in our society, it
is vital that American citizens be technologically literate. Because we do
not have good ways to measure technological literacy, however, our policy
makers and educators are essentially “flying blind.” There are obstacles to
the development and implementation of tools to measure technological
literacy, but they can be overcome, and good assessments of techno-
logical literacy would have great benefits.

In response to this need, the National Academy of Engineering
and National Research Council (NRC) of the National Academies, with
funding from NSF, established the Committee on Assessing Technologi-
cal Literacy. (Biographies of committee members appear at Appendix A.)
The committee was asked to determine “the most viable approach or
approaches for assessing technological literacy in three distinct popula-
tions in the United States: K–16 students, K–16 teachers, and out-of-
school adults (the ‘general public’).”

During the course of deliberations, the committee modified one
aspect of the original charge by narrowing the grade range for teacher and
student populations from K–16 to K–12, or kindergarten through the end
of high school. The change was made because the committee was unable
to identify opportunities for assessing college students and faculty (with
the exception of pre-service teachers). For K–12 students and their teach-
ers, however, the committee found a number of opportunities for improv-
ing existing measurement tools or introducing new ones.

The charge to the committee also included the following
elements:

• Assess the opportunities and obstacles to developing one or
more scientifically valid and broadly useful assessment instru-
ments for technological literacy in the three target populations.

• Recommend possible approaches to carrying out such assess-
ments, including specification of subtest areas and actual sample
test items representing a variety of formats.
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The report that follows is the committee’s response to that charge.
In Chapter 2, the committee defines “technology” and “technological
literacy” as they are used in the report. Chapter 3 describes an approach to
assessments that relies heavily on the concept of technological design. In
Chapter 4, the committee outlines the basics of assessment practices,
relevant findings in the cognitive sciences, and research on learning in
technology that are important to the design of assessments in this domain.
Chapter 5 provides brief descriptions and discussions of 28 assessment
instruments collected by the committee in the course of the project.
Chapter 6 presents five examples illustrating how assessments of techno-
logical literacy might play out in different populations and for varying
purposes. In Chapter 7, the committee discusses the potential role of
computer-based assessment methods. And in Chapter 8, it presents its
findings and recommendations for expanding and improving assessments
of technological literacy in the United States. The appendixes include
copies of K–12 learning goals related to the study of technology from
three different sets of content standards, summaries of the 28 instruments
discussed in Chapter 5, and bibliographies of some of the research on how
people learn technology- and engineering-related concepts.

This report builds on and refers extensively to two earlier docu-
ments, Technically Speaking (NAE and NRC, 2002) and Standards for
Technological Literacy (ITEA, 2000). In Technically Speaking, technologi-
cal literacy is defined, the benefits of technological literacy are described,
and the characteristics of a technologically literate person are outlined.
Standards for Technological Literacy specifies the basic knowledge and
capabilities students in grades K–12 should have to be technologically
literate. The committee used these concepts and standards as guidelines in
determining which assessments would be most appropriate for testing
U.S. students. Both documents are discussed extensively in Chapter 2.

The committee also reviewed general information about assess-
ments. Knowing What Students Know: The Science and Design of Educa-
tional Assessment (NRC, 2001) was especially helpful in this regard. For
background on the science of learning, the committee relied heavily on
How People Learn: Brain, Mind, Experience, and School (NRC, 1999). The
committee also consulted many other publications and held seven face-to-
face meetings, informal discussions with a number of experts in relevant
fields, and a major data-gathering workshop. As noted, the committee
also identified and discussed assessment instruments that measure differ-
ent aspects of technological literacy.
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2
Defining Technological
Literacy

To develop tools for assessing technological literacy, one
must first have a clear idea of what technological literacy
is. Research has shown that most people have a limited

conception of “technology.” In a 2004 Gallup poll, 800 adults in
the United States were asked to name the first thing that came to mind
when they heard the word technology. Sixty-eight percent answered
computers. Only 5 percent gave the next most frequent answer, electron-
ics (ITEA, 2004).

But technology is far more than computers and electronics. It is
airplanes and automobiles, medicines and MRIs, paper and plastics. It
is home building, road construction, and the manufacture of everything
from turbines to toothbrushes. It is agriculture and electricity. It is books,
clothing, furniture, telephones and television, fast food and home-cooked
meals, kids’ toys, the Space Shuttle, roller coasters, and swimming pools.
In short, technology is everything that humans do or make to change the
natural environment to suit their own purposes. Or, in the words of
Standards for Technological Literacy: Content for the Study of Technology,
technology is “the innovation, change, or modification of the natural
environment in order to satisfy perceived human wants and needs” (ITEA,
2000, p. 242).

This broad concept of technology is widely accepted by experts
who think and write about technology, science, and engineering. For
example, the American Association for the Advancement of Science, in
Benchmarks for Science Literacy, provided a sweeping definition: “In the
broadest sense, technology extends our abilities to change the world: to
cut, shape, or put together materials; to move things from one place
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to another; to reach farther with our hands, voices, and senses” (AAAS,
1993). The definition in National Science Education Standards, published
three years later, was similar: “The goal of technology is to make modifi-
cations in the world to meet human needs” (NRC, 1996). And in 2002, in
Technically Speaking: Why All Americans Need to Know More About Technol-
ogy, technology is defined as “the process by which humans modify nature
to meet their needs and wants” (NAE and NRC, 2002).

The Designed World

One way to conceptualize technology is to think of human beings
as living in three interconnected worlds—the natural world, the social
world, and the designed world. The natural world consists of plants and
animals, rocks and minerals, rivers, streams, lakes, oceans, the soil beneath
our feet, and the air we breathe—in short, everything that exists without
human intervention or invention. The social world includes customs,
cultures, political systems, legal systems, economies, religions, and the
mores humans devise to govern their interactions and relationships. The
designed world, or the world of technology, includes all of the modifica-
tions humans make to the natural world to satisfy their needs and wants.

A river is part of the natural world. The boats that travel up and
down the river, the channel that has been dredged down the middle of
the river, and the buoys that mark the edges of the channel are all part
of the designed world. And the rules of the road that instruct a captain
traveling downstream to keep the red buoys to her left and the green ones
to her right are part of the social world.

The designed world, as its name implies, consists of elements
that are the products of conscious design. Everything from the grocery bag
to the microchip is made for a purpose, and the goal of its design is to
ensure that it fulfills its purpose. As we shall see in more detail in the next
chapter, design is the process by which an idea for a product is turned into
a physical reality. To put it in a slightly different way, the design process
turns resources—materials, tools and machines, ideas and information,
energy, capital, and time—into products and systems (Box 2-1).

The most comprehensive conception of technology includes not
only the designed world, but also the aspects of the social world that
underlie the designed world, such as corporations that design, build,
sell, operate, service, and repair technologies; government policies and
regulations that apply to technologies; engineering knowledge, operating
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BOX 2-1 A Taxonomy for the Designed World

To study technology, it is useful to have a taxonomy, or classification system, that divides the
products and systems of technology into pieces that can be explored individually. The taxonomy must be
flexible, so as technology changes over time, the taxonomy can change with it. A thousand years ago, for
instance, a taxonomy of technology would not have included information and communication technologies,
and a thousand years from now—or perhaps only a hundred years from now—the taxonomy may include
a major new category that we cannot yet imagine. In addition, the categories in the taxonomy are not
mutually exclusive—there is a natural overlap among them. Nevertheless, dividing technology up in this
way makes it easier to study.

Many different taxonomies are possible to describe the designed world. One useful taxonomy (to
which the committee refers in other sections of this report) is provided in Standards for Technological
Literacy:

• Medical Technologies. Technologies associated with diagnosing, treating, and preventing disease
and other damage to the body or mind.

• Agriculture and Related Biotechnologies. Technologies that relate to raising crops and animals
for food, feed, fiber, fuel, or other purposes.

• Energy and Power Technologies. Technologies related to harnessing energy resources and
converting energy to power.

• Information and Communication Technologies. Technologies, including educational technolo-
gies, developed for gathering, manipulating, classifying, storing, and retrieving information.

• Transportation Technologies. Technological processes and systems by which people or goods
are moved from one place to another.

• Manufacturing Technologies. Technological processes and systems that convert materials into
finished products.

• Construction Technologies. Technological processes and systems associated with the construc-
tion of buildings, roads, levees, and other structures.

Source: Adapted from ITEA, 2000.

know-how, and other expertise necessary to make technologies work; and
so on. Thus, technology can be thought of as a general process by which
humans modify the natural world to suit their needs, and the designed
world consists of the artifacts created through this process. The word
technology in this report is meant to express this expansive, all-inclusive
concept (except in specified cases when it is necessary to distinguish
between processes and artifacts).

We sometimes fail to appreciate that humans the world over
depend on technology for comfort as well as survival. In countries like the
United States, technology is central to the way people go about their daily
lives, to the health of the economy, and to national security. The dramatic
destruction of much of New Orleans by Hurricane Katrina is an example
of this dependence (Box 2-2).
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Technological Literacy

Based on the concept of technology described above, we can now
define technological literacy. In the most fundamental sense, technologi-
cal literacy is a general understanding of technology. This understanding
may not be comprehensive, but it must be developed enough so that a
person can function effectively in a technology-dependent society where
rapid technological change is the norm.

Rather than a fixed quantity, technological literacy occurs along a
continuum, with types and levels of literacy varying according to the age
and needs of the particular population. Consider reading literacy. If a
first-grade student reads at the level of a first grader, she is considered
literate. All other things being equal, a literate fifth grader is expected to
have a higher level of reading capability than a first grader but a lower level
than a literate high school graduate, who, in turn, will be a less skilled
reader and less well-read than a literate college graduate. But all of them
are considered literate.

BOX 2-2 Technology through the Lens of Katrina

Hurricane Katrina’s devastating impact on New Orleans in 2005 provides dramatic evidence of our
dependence on technology. Satellite and imaging technologies provided several days’ warning that Katrina
was headed toward the city, allowing most residents—but not some of the most vulnerable—to flee
before the storm made landfall.

New Orleans as we know it could not exist without the dams and levees that held the surrounding
waters at bay. And these structural barriers can work effectively only with the mechanical pumps that
remove water that seeps into this below-sea-level city. The pumps are operated by electricity produced in
power-generating facilities and distributed through a network of transmission lines, the “grid.” When
Katrina’s hurricane-force winds brought down power lines all over the Gulf Coast, the pumps were no
longer available to handle the inflow of water. In addition, cell phones, although they are battery operated,
require cell towers to transmit messages, and these towers are also tied into the grid. Once the power
was out, cell phone systems did not work, leaving authorities and citizens unable to communicate. In
addition, because people could no longer call in from outside the area, individuals trapped by rising waters
had little idea of the extent of the flooding or the danger they faced. Other communications technologies,
television and radio, alerted the rest of the country to the developing disaster.

Without electricity to power freezers and refrigerators, home food supplies, as well as grocery store
stockpiles, were soon spoiled. Katrina’s storm surge disrupted the Port of New Orleans, and floodwaters
blocked the main roads and rail lines into the shipyards, effectively closing one of the main export routes
for American agricultural products. (Agriculture is also largely dependent on technology, from mechanized
farm machinery and global positioning satellites to pesticides and chemical fertilizers.) Oil wells off the
Louisiana coast were damaged, as were on-shore refineries, resulting in immediate shortages of gasoline
and causing steep increases in gas prices across the entire country.

The rebuilding effort will undoubtedly be technology intensive, as major elements of the city’s
infrastructure will have to be redesigned to incorporate the painful lessons of Katrina.
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Technological literacy is similar to the more familiar concepts of
scientific literacy, mathematical literacy (sometimes called numeracy), and
historical literacy, as well as the more recently described information
technology “fluency” (NRC, 1999). In all of these cases, people are not
expected to be experts but are expected to be comfortable enough to, say,
read and understand a newspaper article that includes information about
that field or to apply that knowledge in some aspect of daily life—for
example, knowing that a car requires regular maintenance. Like literacy in
other fields, the goal of technological literacy is to provide people with the
tools they need to participate intelligently and thoughtfully in the world
around them.

For the purposes of this report, we use the definition of techno-
logical literacy in Technically Speaking: Why All Americans Need to Know
More About Technology (NAE and NRC, 2002), with one important
modification. In that report, technological literacy was described as hav-
ing three interrelated dimensions—knowledge, ways of thinking and
acting, and capabilities. The committee renamed the ways of thinking
and acting dimension as “critical thinking and decision making,” which
more clearly describes this important aspect of technological literacy. The
change also eliminates the possible suggestion that people must have
specific positions on complex or controversial issues, which was clearly
not the intent of the authors of Technically Speaking.

The committee also made three changes in the description of the
characteristics of a technologically literate person (Table 2-1). First, an
element was added to the dimension of critical thinking and decision
making to suggest that people must be able to systematically weigh data
necessary to understanding a technological issue. Second, greater empha-
sis was put on design by an addition to the capability dimension that
conveys the idea that people should be able to use a design-thinking1

process to identify and solve problems important in their own lives.
Finally, the characteristic related to seeking information about new
technologies was moved from the critical-thinking and decision-making
dimension to the capability dimension, where it fits more naturally.

1Design thinking has parallels to many other forms of critical thinking. Scientists
and science educators, for example, speak of “scientific thinking” and “science inquiry.”
American educational philosopher John Dewey wrote at great length about the value
of  “systematic and logical thinking” (Dewey, 1910, 1916). Brainstorming, informa-
tion gathering, making trade-offs, testing preliminary ideas, and analyzing test results
are common to many methods of problem solving. Design is a very practical form of
the process relevant to technological literacy.
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According to this description, the knowledge dimension of tech-
nological literacy includes both factual knowledge and conceptual under-
standing. A technologically literate person must understand the basic
nature of technology, such as that technology shapes, but is also shaped by
society, and should understand fundamental concepts, such as trade-offs
and the balance between costs and benefits. It is also useful for people to
have knowledge about specific technologies, such as medical imaging or
solar power. The type and depth of knowledge varies according to the
individual’s circumstances.

The critical-thinking and decision-making dimension relates to
the way a person approaches technological issues. A person with highly
developed abilities in this area, for example, is likely to ask questions
about risks and benefits when confronted with a new technology—
genetically modified crops, say, or a new type of nuclear power plant. In
addition, this person can participate in discussions and debates about the
uses of that technology. In this sense, critical thinking and decision

TABLE 2-1 Characteristics of a Technologically Literate Person

Knowledge
• Recognizes the pervasiveness of technology in everyday life.
• Understands basic engineering concepts and terms, such as systems, constraints, and trade-offs.
• Is familiar with the nature and limitations of the engineering design process.
• Knows some of the ways technology has shaped human history and how people have

shaped technology.
• Knows that all technologies entail risk, only some of which can be anticipated.
• Appreciates that the development and use of technology involve trade-offs and a balance of

costs and benefits.
• Understands that technology reflects the values and culture of society.

Critical Thinking and Decision Making
• Asks pertinent questions, of self and others, regarding the benefits and risks of technologies.
• Weighs available information about the benefits, risks, costs, and trade-offs of technology in

a systematic way.
• Participates, when appropriate, in decisions about the development and uses of technology.

Capabilities
• Has a range of hands-on skills, such as operating a variety of home and office appliances and using

a computer for word processing and surfing the Internet.
• Can identify and fix simple mechanical or technological problems at home or at work.
• Can apply basic mathematical concepts related to probability, scale, and estimation to make informed

judgments about technological risks and benefits.
• Can use a design-thinking process to solve a problem encountered in daily life.
• Can obtain information about technological issues of concern from a variety of sources.

Source: Adapted from NAE and NRC, 2002.
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making is compatible with “habits of mind” described in Science for All
Americans (AAAS, 1990).

The capabilities dimension is closely related to the use compo-
nent of ITEA’s definition in Technology for All Americans (ITEA, 1996). A
technologically literate person, for example, is able to use computers and
other common machines found in the home or office and to do basic
troubleshooting when a machine is not working properly—determining
why a computer printer will not produce a desired document, say, or
checking the possible causes, such as a tripped circuit breaker, when a
toaster isn’t working. A key aspect of capability is being able to carry out at
least a simple version of a design process to solve a problem relevant to
one’s life. The capabilities dimension is a determinant of how well a
person can take advantage of technology in his or her personal life and of
how effective that person can be in the workplace. Capabilities are related
to, but distinct from, technical competence (Box 2-3).

In one area of technology—computers—an effort has been made
to describe multidimensional literacy similar to technological literacy as
defined in this report. In Being Fluent with Information Technology, three
components are identified for fluency in information technology—con-
temporary skills, foundational concepts, and intellectual capabilities (NRC,
1999)—that correlate loosely with the three dimensions of technological
literacy. Contemporary skills, comparable to technological capabilities,
suggest what an individual can do with computer technology; founda-
tional concepts, parallel to technological knowledge, suggest basic ideas
about computers and their development; and intellectual capabilities, akin
to critical thinking and decision making, suggest the application of infor-
mation technology in complex situations and the ability to handle unin-
tended and unexpected problems when they arise.

BOX 2-3 Distinguishing Technological Literacy from Technical Competence

Technological literacy is not the same as technical competence. Some individuals (e.g., plumbers,
automobile mechanics, computer programmers, intensive care nurses, airplane pilots, CNC [computer
numerically controlled] mill operators) may be very competent in the use of one or more specific
technologies but may not be technologically literate in the larger sense. Most engineers, by virtue of their
training and experience, also have considerable technical competence, but not necessarily technological
literacy. Although technological literacy includes some hands-on ability, this may not be a high level of
practical, or technical, skill.

Technical competency does not guarantee a general understanding of technology as a process that
contributes to the designed world and that affects and is affected by society. Thus, technically trained
individuals, even engineers, may not have the characteristics we associate with technological literacy.

A key aspect of
capability is
being able to
carry out at least
a simple version
of a design
process.
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The authoring committee of Being Fluent explains its choice of
“fluency” (as opposed to “literacy”) in the following way:

Th[e] requirement of a deeper understanding than is implied by the
rudimentary term “computer literacy” motivated the committee to adopt
“fluency” as a term connoting a higher level of competency. People fluent
with information technology . . . are able to express themselves creatively,
to reformulate knowledge, and to synthesize new information. Fluency
with information technology . . . entails a process of lifelong learning in
which individuals continually apply what they know to adapt to change and
acquire more knowledge to be more effective at applying information
technology to their work and personal lives. (p. 2)

Assessment designers need a much more detailed description of
technological literacy than is provided in Technically Speaking. The Inter-
national Technology Education Association’s Standards for Technological
Literacy offers specific suggestions of what K–12 students should know
and what they should be able to do with respect to technology. In addi-
tion, two sets of national science education standards (AAAS, 1993;
NRC, 1996) explore the relationships among science, technology, and
society. Excerpts from all three publications can be found in Appendix B.

Attitudes Toward Technology

Although the committee does not consider attitudes to be a
cognitive dimension (the way knowledge, capability, and critical thinking
and decision making are), attitudes toward technology can provide a
context for interpreting the results of an assessment. In other words, what
a person knows—or does not know—about a subject can sometimes be
correlated with his or her attitude toward that subject. Individuals who do
not understand the nature of technological design, for example, may not

BOX 2-4 Attitudes and the Assessment of Technological Literacy

There is no “right” or “best” attitude toward technology. An individual’s attitudes are affected by many
factors, including age, life experience, values, culture, education, employment, personal interests, economic
status, and abilities/disabilities. An attitude can be thought of as having three components: (1) a cognitive
element, or mental state involving beliefs (e.g., kids today spend too much time using cell phones); (2) an
affective component, or feelings (e.g., confidence in one’s ability to fix a flat tire); and (3) an action-
tendency component, or a disposition to act in a certain way (e.g., the inclination to buy a hybrid car to
help the environment).
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“trust” technology as much as individuals who understand the design
process. However, it is just as likely that individuals who are more
knowledgeable may be less trustful. That is because many factors in
addition to knowledge, such as personal values, culture, and religion, can
affect attitudes.

Attitudes may also reveal motivations. For example, middle school
girls may not believe that careers in the sciences or technology are pos-
sible, or even desirable, for them. Thus, attitudes can have cognitive,
affective, and action-tendency components (Box 2-4).

Visualizing Technological Literacy

Visualizing the three dimensions of technological literacy can be
very helpful to efforts to understand and discuss the concept. In a graph
developed in Technically Speaking, each of the dimensions of technologi-
cal literacy is represented as a separate axis (Figure 2-1). In addition,
because the level of literacy occurs along a continuum and is different for
every individual, the axes also indicate changing levels of literacy along
each dimension.

In the real world, however, the three dimensions of technologi-
cal literacy are interdependent and inseparable. A person cannot have
technological capabilities without some knowledge, and thoughtful deci-
sion making cannot occur without an understanding of some basic fea-
tures of technology. The capability dimension, too, must be informed at

FIGURE 2-1
A graphical
representation of the
three dimensions of
technological literacy.
Source: Adapted from
NAE and NRC, 2002.
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some level by knowledge. Conversely, the doing component of techno-
logical literacy invariably leads to a new understanding of certain aspects
of the technological world. This complex, but more accurate, idea can be
represented in a number of ways. For example, the three dimensions of
technological literacy can be represented as interlocking circular strands
(Figure 2-2).

Assessing Technological Literacy

Once a definition of technological literacy has been developed,
the next challenge, and the subject of the remainder of this report, is how
to assess it. The assessment technique depends largely on the definition,
and, conversely, the specifics of the definition depend on the type of
assessment. An NRC report published in 2001, Knowing What Students
Know: The Science and Design of Educational Assessment, contains a wealth
of information about assessment practices generally as well as a discussion
of the current status of educational assessments. The authors note, for
instance, that assessments are used for three different purposes, “to assist
learning, to measure individual achievement, and to evaluate programs”
(NRC, 2001). The purpose of an assessment determines how the assess-
ment is designed. As the authors point out, an assessment can be designed
for more than one purpose—to measure the progress of individual stu-
dents and the effectiveness of a program, for instance—but satisfying both
goals inevitably requires compromises and trade-offs.

FIGURE 2-2 A
visualization of the
three dimensions of
technological literacy as
interlocking rings
showing their
inseparability.
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The present report is concerned with assessments of three popu-
lations: students in grades K–12, their teachers, and the general public.
The committee offers different recommendations for each group. Stu-
dents, for example, can be tested in schools as part of the normal assess-
ment routine, but members of the general public must be reached in other
ways—through telephone polls, perhaps, or during visits to science muse-
ums. Recommendations also vary depending on the purpose of the assess-
ment. A museum might want to assess what the general public knows and
doesn’t know about technology in order to improve the design of its
exhibits. A state department of education might want to assess the effec-
tiveness of its K–12 technology program. A university school of education
might want to assess whether its graduates are comfortable enough with
technology to teach about it effectively.

Recommendations for approaches to assessments also take into
account the three dimensions in the definition of technological literacy.
Assessing technological knowledge requires different methods than as-
sessing technological capabilities, which, in turn, is likely to require differ-
ent approaches from those used to assess ways of critical thinking and
decision making.

Finally, we must take into account that technological literacy
does not mean the same thing to all groups. Assessments for students, for
instance, who are in the process of learning about technology, must be
designed to determine if they are on track to learn everything they will
need to know. By contrast, assessments of out-of-school adults must
measure their current level of technological literacy, which may have been
acquired from life experiences, work, and other sources, and must identify
strengths and weaknesses. In other words, assessments for different popu-
lations and/or purposes necessarily emphasize different aspects of techno-
logical literacy.
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3
Assessment as a
Design Challenge

The purpose of this study, as set out in the original
proposal to the National Science Foundation, was “to
determine the most viable approach or approaches for

assessing technological literacy in three distinct populations in the United
States: K–16 students, K–16 teachers, and out-of-school adults.” The
committee was not asked to develop assessment tools, for which it had
neither the time nor the resources, but to point the way toward that
ultimate goal. To fulfill this charge, the committee decided to create a
“road map” for the design of assessments of technological literacy and to
provide general and specific explanations and examples of how the design
process can be used to develop tools for assessing technological literacy.

The Design Process

The committee’s task was similar to the tasks engineers face
every day—the development of an instrument or tool to perform a par-
ticular job within given requirements and constraints. In fact, people
from all walks of life face these kinds of challenges every day. Consider,
for example, a restaurant manager who wants to revise her menu to
reduce the fat content and maintain customer satisfaction or a group of
surgeons devising a procedure to separate conjoined twins or a business
executive figuring out a new corporate organizational scheme or a legisla-
tor crafting a new law. All of them are trying to solve problems by
devising new entities, things that did not exist before. In short, they are
engaging in design processes.

Webster’s dictionary defines design as “a mental project or scheme
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in which means to an end are laid down.” The design process is a method
of creating an effective design, a way of providing a structure for a creative
endeavor (de Vries, 2005). By its very nature, design is a messy, complex
process that varies depending on what is being designed and who is
designing it. However, whether the designer is an engineer, an architect,
or a professional working in the technological realm, design processes
have some common elements, such as clarification of the nature of the
problem, the setting of goals and limits for the project, and the delineation
of the parameters of potential solutions. These elements have been for-
malized and are taught in engineering schools and elsewhere (Cross,
2000). In fact, the design process is a sufficiently important aspect of
engineering and technology that, according to Technically Speaking (NAE
and NRC, 2002), Standards for Technological Literacy (ITEA, 2002), and
both sets of national science standards (AAAS, 1993; NRC, 1996), every
technologically and scientifically literate person must have an understand-
ing of it. According to ITEA, a technologically literate person must have
the ability to apply the design process.

Because many members of the study committee for this report
have backgrounds in engineering and technology, the committee decided
to use the engineering design process to help address its charge. In fact,
the engineering design process is also well suited to solving any problem
that is poorly or imperfectly defined, such as the problem facing the
committee.

The challenge of assessing technological literacy is difficult for
several reasons. First, neither technology nor technological literacy can be
easily defined. Second, although several sets of educational standards
include descriptions of what a technologically literate person should know
and be able to do, these standards and their associated curricula are
relatively new and are largely untested. Third, the subject-matter connec-
tions among technology, mathematics, science, engineering, and history,
just to name the most obvious subjects, are not well defined. Finally,
assessments of technological literacy will necessarily be influenced by the
large, and very complex, system of education in the United States.

The committee used a representative model of the engineering
design process to organize its deliberations and, to some extent, the report
as a whole. This approach had a number of benefits. First, the committee
was able to approach its task in a structured, thoughtful way and to
incorporate a unifying theme throughout the report. Second, the commit-
tee was able to provide a road map for others to follow in developing tools
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for assessing technological literacy. And third, although not part of the
committee’s formal task, the committee was able to promote technological
literacy by demonstrating how the engineering design process can be used
to address non-engineering problems.

The remainder of this chapter provides a description of how the
design process was used to further the work of the committee and how it
could be used to facilitate the development of assessment instruments.
The chapter is organized according to the steps in a technological design
process. Box 3-1 describes a simple, linear progression through a design
process. Figure 3-1 provides a more realistic view of the iterative steps in a

Identify problems 
and opportunities

Clarify and 
frame the 
problem

Investigate and 
conduct 
research

Generate 
alternative 
solutions

Present 
and produce Redesign 

and improve

Test and 
evaluate

Model and 
prototype

Perform 
developmental 
workChoose 

a solution

FIGURE 3-1 Design
as an iterative process.
Note: Typically, design
begins with the
identification of a
problem to be solved,
represented here by the
detective in the upper
left corner of the figure.

BOX 3-1 Linear Steps in the Technological Design Process

• Define the problem.
• Identify constraints and criteria.
• Conduct relevant research.
• Brainstorm ideas.
• Analyze alternatives (e.g.,

develop a trade-off matrix).
• Identify a potential solution.

• Research the potential solution in detail.
• Design the potential solution.
• Construct a prototype.
• Evaluate the prototype against

the criteria.
• Reiterate if necessary.
• Simplify if possible.
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design process. Table 3-1 illustrates how the committee’s study process
can be fitted to a design model.

Define the Problem

As obvious as it may seem, defining the problem, the crucial first
step in the design process is often overlooked. Design problems are by
nature often open-ended questions, such as “Which graphic designs will
best illustrate this report?” or “What sort of emergency-response plan
should the state of Louisiana put into place to deal with hurricanes more
effectively?” To be certain that the design problem is thoroughly under-
stood, the first step is to restate the problem and identify outstand-
ing issues.

In the case of this report, the initial problem, as presented in the
committee’s statement of task, was “to determine the most viable approach

TABLE 3-1 Selected Design Attributes of the Committee’s Study Process

Design Attribute Committee’s Study Process

Define the problem. The problem—providing guidance on the development of assessment tools for
technological literacy—which was spelled out in the committee’s charge, was
reviewed and refined during the first few committee meetings.

Identify constraints The committee planned its work to meet the constraints of time and money
and criteria. available for the project. During a fact-finding workshop, other constraints were

identified—the report had to make a strong case for assessing technological literacy
and for the feasibility of developing and implementing assessments.

Conduct relevant The committee (1) collected and analyzed existing assessment instruments to
research. provide data for brainstorming sessions; (2) commissioned reviews of the literature

related to how people learn technological and engineering concepts and skills; and
(3) held a workshop to gather information from stakeholders in the assessment,
education, and policy communities.

Brainstorm ideas. During seven face-to-face meetings, e-mail exchanges, and telephone conferences,
the committee discussed a variety of approaches to assessment.

Identify potential The committee developed five sample cases of assessments for different populations
solutions. and different purposes, as well as a conceptual framework for organizing content

for the study of technology in a way that would be useful for assessment designers.

Reiterate if necessary. The committee revised many of its recommendations and changed other sections
of the report based on input from the workshop and from external reviewers of
the document.
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or approaches for assessing technological literacy in three distinct
populations in the United States: K–16 students, K–16 teachers, and out-
of-school adults.” After reflecting on the statement of task, the committee
concluded that there were many reasons it would not be not feasible to
treat the K–16 student and teacher populations as monolithic groups.

First, content standards have been developed for most K–12
subjects spelling out what children should know and be able to do at
different grade levels, and assessments are already being used to track
their achievement. By contrast, content standards and large-scale testing
are not widely used in post-secondary education. Second, the high-stakes
testing encouraged by the No Child Left Behind Act puts considerable
pressure on K–12 teachers to follow state-developed curricula. Teachers
in post-secondary institutions, although they also face many pressures,
are not typically required to teach a specified curriculum. For these and
other reasons, it was difficult for the committee to identify incentives
for college students, college teachers, and institutions of higher education
to participate in assessments of technological literacy. Thus, the commit-
tee opted to treat post-secondary students and teachers as part of the
general adult population, where assessments are most likely to be done via
survey methods.

Once the problem had been restated in this way, the committee
attempted to clarify the context in which the problem had been posed.
This process included defining technology and technological literacy (de-
scribed in Chapter 2) and determining the current state of assessments of
technological literacy (Chapter 5).

Finally, because the statement of a problem is always made in a
particular context, it may reflect bias and even imply a particular solution.
To eliminate as much bias as possible and ensure that many possible
solutions were considered, the committee stressed the importance of
clarifying the purpose of the design activity. The committee determined
that the goal of this project was to provide a design-based road map for
the development of assessments of technological literacy. Designers of
specific assessment instruments can follow the road map, keeping the
particular purpose or goal of that assessment in mind.

Identify Constraints

Once a problem has been clearly defined, the next step is to
identify the circumstances that limit the number of practical, or even

Because the
statement of
a problem is
always made
in a particular
context, it may
reflect bias and
even imply
a particular
solution.



T E C H  T A L L Y46

possible, solutions. These “constraints,” as engineers call them, are present
in every type of design process. For example, a congressman crafting a new
law is constrained by the U.S. Constitution, as well as by what is politically
feasible. An architect designing a building is constrained by the budget, by
local building codes, and by the materials that are available. When iron
and steel beams were first developed, for example, the constraint on how
tall a building could be was eliminated, and the era of skyscrapers began.
Thus, constraints are not necessarily permanent or absolute. They are a
function of time and place.

Constraints can be either general or specific. General constraints,
as the name implies, are issues common to many different types of
problems. Specific constraints are particular to the problem at hand. Two
general constraints for the development of assessments of technological
literacy are time and money, limits to the amount of human and financial
resources that can be devoted to the problem. For example, even though
computer simulations might be an excellent way of meeting certain goals
of assessment, the time and money required to develop reliable, valid
simulations may be beyond the reach of many prospective users. (This
constraint is discussed more fully in Chapter 7.)

There are also a variety of theoretical, practical, and policy-
related constraints on the development of technological literacy assess-
ments. First, the concept of technological literacy is not well understood
or widely appreciated. The public, by and large, is not aware of or con-
cerned about the need for a better understanding of the technological
aspects of the world. Although a significant literature is available on the
history, nature, and study of technology, it is not widely read outside
specialized academic communities. And even though a number of federal,
state, and nongovernmental groups have begun to formulate standards,
curricula, instructional materials, and methods of teacher preparation,
these efforts are all relatively immature. Thus, the relative newness of
technological literacy in the educational landscape constrains the size and
nature of the audience that might be receptive to the idea of assessment.
This concern was borne out during the committee’s fact-finding work-
shop held in September 2004 (Box 3-2).

A second constraint is the limited amount of research on, and
experience with, assessments of technological literacy. The committee was
able to identify only a handful of technology-related assessment instru-
ments (see Chapter 5 for descriptions), and none of these mapped very
well to the idea of technological literacy presented in Technically Speaking.

Constraints
can be either

general or
specific.
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Thus, there is no obvious model to follow and no body of research to fall
back on for assessments in this area.

This constraint is compounded because no single instrument can
be effective for the many purposes for which assessments are used—to
assist learning, to measure individual achievement, to evaluate programs,
and so forth. Furthermore, because there are three different dimensions of
technological literacy, assessment developers must decide how much of an
assessment to devote to each dimension and how, or whether, to report
assessment results according to performance on the three dimensions.

The most difficult dimension to assess is the capability (or doing)
dimension, which includes design activities. This dimension simply can-
not be fairly assessed via a paper-and-pencil test. Thus, measuring the
capability dimension poses special challenges, such as the feasibility and
validity of measurement methods. Measuring technological capability in
out-of-school adults presents an additional challenge of engaging people
who, unlike students in a classroom, are not likely to be co-located and so
cannot easily participate in actual or simulated design and problem-
solving tasks. Finally, the education policy environment in the United

BOX 3-2 Input from Stakeholders

To solicit input on the idea of assessing technological literacy from the audiences the committee
hoped to reach with its final report, a stakeholder workshop was convened in September 2004. About two
dozen individuals representing federal and state government agencies; teachers and schools; businesses and
industry; national, international, and comparative assessment programs; assessment development firms;
and informal-education institutions took part.

Prior to the event, all participants were provided with copies of Technically Speaking and a brief
summary of the project goals and objectives, and nearly all of them prepared short written statements
expressing their views on the opportunities and obstacles to assessing technological literacy. An indepen-
dent evaluation company, The Study Group, conducted pre- and post-workshop interviews with partici-
pants to elicit more in-depth views on the issues.

The workshop confirmed a number of the committee’s assumptions about the challenges of making
the case for assessment of technological literacy and yielded valuable insights that influenced the content of
the report:

• The public, and at times the participants, confuse the broad concept of technology and technologi-
cal literacy.

• The report must clarify the benefits of assessing technological literacy to a variety of
constituencies.

• The most feasible short-term strategy is to incorporate technology-related items into existing
assessments of other subjects, rather than construct assessments de novo.

• Businesses would be unlikely to pursue assessments of technological literacy unless it could be
proved that the assessments were germane to job performance.
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States constrains the way the committee was able to envision assessment.
With the current focus of U.S. education on high-stakes testing in math-
ematics, reading, and, soon, in science, few resources are available for
developing assessments in other content areas, especially areas like tech-
nology that are not currently considered mainstream components of the
curriculum. In addition, the amount of time in the school day that can be
devoted to assessment activities is limited. Thus, the receptivity of teach-
ers, parents, and policy makers to assessments related to technology is
another serious constraint.

All of these general constraints are likely to affect the design of an
assessment tool. As we will show in Chapter 6, when the design process is
applied to the development of a specific type of assessment instrument,
the constraints also become more specific.

Identify Design Criteria

Once the constraints have been determined, the specific criteria,
or goals, for the design can be identified. The more clearly criteria are
defined, the more successful the next steps in the design process will be.
The criteria should be quantifiable whenever possible, but quantifiable or
not, they should be stated in a way that clearly shows if they will be met by
a given design. Anyone following the design process should be able to
understand the reasons behind particular choices. In this project, the
process of determining criteria was informed by pertinent research (de-
scribed in Chapters 4 and 5), by an evaluation of the state of the art in
assessments of technological literacy (Chapter 5), and by committee mem-
bers’ expertise.

General Criteria

Like constraints, design criteria may be general or case specific.
The committee believes the following general criteria should be used to
guide the development of assessments for technological literacy (specific
criteria for assessments for specific purposes are spelled out in Chapter 6).

An assessment instrument must be designed to meet a specific
purpose (ITEA, 2003). The purpose influences both the interpretation of
the results and the design of the instrument, including the type of items
included and their distribution among the dimensions of technological
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literacy. Some of the purposes for which an assessment might be devel-
oped are listed in Box 3-3.

Assessment data should be useful for making decisions related
to the purpose of the assessment. Different assessments are necessary to
address the unique characteristics of different target groups. No single
assessment instrument is likely to be effective for more than one target
audience.

Assessments for technological literacy should produce valid
and reliable data on as many of the three dimensions of technological
literacy as possible. However, it may be impractical or logistically difficult
to address all three dimensions in one instrument.

Assessments of technological literacy should be informed by what
has been learned from the cognitive sciences about how people learn.

BOX 3-3 Possible Purposes for Assessments

• Accountability. How well or poorly students or teachers perform on an assessment can be the basis
of decision making about a variety of issues, such as school-level resource allocation and teacher
promotion and retention.

• Program evaluation. Assessment results can be an important input in determining the strengths or
weaknesses of a particular program, such as a summer course for in-service teachers hoping to improve
their ability to teach an unfamiliar topic.

• Improving curriculum and instruction. Results of assessments that are aligned with a particular
curriculum—the scope and sequence of what is taught—can inform efforts to improve that curriculum
as well as the instructional approaches used to deliver the curriculum content.

• Graduation/matriculation requirement. Students may be required to pass a test in order to
graduate from a course of instruction. Typically, such assessments are designed to provide evidence of
a mastery of basic skills, such as reading literacy or computational ability.

• Professional licensing. Many fields, such as medicine, law, and trades (e.g., electrician and plumber)
require that potential practitioners pass general and subject-specific tests to demonstrate competency.

• Hiring/employment screening. Employers can use assessments, which may target general or specific
knowledge and skills, to inform hiring decisions.

• Informing product design and marketing. Companies may conduct assessments, such as surveys
of consumers, to collect information for design and marketing decisions.

• Informing informal-education programs. Museums, science centers, and other organizations that
develop educational programming may conduct assessments of their audiences to determine the impact
of a particular initiative or to help plan new programs.

• Informing legislation and public policy. Results of assessments, such as a large-scale national test
of 12th-grade math skills or a survey of public attitudes toward cloning, can be used to inform decisions
by lawmakers and others in public-policy positions.

• A tool for research. Assessments of various types, including tests of knowledge or skills and surveys
of attitudes, can be integral parts of an investigation, such as a study designed to compare the effective-
ness of two different approaches to teaching third graders how to add and subtract.
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Although the research base related to learning in the technological realm
is relatively thin, insights into how people think about technological issues
should be taken into account.

Assessments of technological literacy should reflect appropri-
ate content standards. This criterion is especially relevant for assessments
of student populations. Assessments of attitudes toward technology in
out-of-school adult populations should also be designed with an eye to the
important elements of knowledge and capability related to technology
suggested by established standards.

Assessments for technological literacy should encourage higher
order thinking (Box 3-4). An assessment provides an opportunity for
students and teachers, as well as members of the general public, to demon-
strate their knowledge of facts, display their conceptual understanding,
and show their ability to apply that understanding to solving problems and
making informed decisions.

Assessments that include items referring to specific technolo-
gies should be periodically reviewed to ensure that those references are
current. Because technology is constantly changing, it is important that
assessments not include out-of-date references (e.g., to long-playing
records, typewriters, rotary-dial phones) that are not recognizable by the
target population.

Assessments should avoid gender, race, or cultural bias, and,
when appropriate, they should take into account the special needs of
people with disabilities.

BOX 3-4 Characteristics of Higher-Order Thinking

Higher order thinking

• is nonalgorithmic, with the path of action not fully specified in advance
• tends to be complex, with the total path not “visible” from any single mental vantage point
• yields multiple solutions, each with costs and benefits, rather than a unique solution
• involves nuanced judgment and interpretation
• involves the application of multiple criteria, which sometimes conflict with one another
• often involves uncertainty because everything that bears on the task at hand may not be known
• involves self-regulation of the thinking process
• involves imposing meaning, or finding structure, in apparent disorder
• is effortful, requiring considerable mental work to make elaborations and judgments

SOURCE: Adapted from Resnick, 1987.
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Conceptual Framework

Because of the broad extent of the world of technology and the
numerous practical limitations on test design, boundaries around
the material being assessed must be clearly delineated. One basis for
setting the criteria for assessment design is to specify what the assessment
will measure. Decisions must also be made about the level of detail and
complexity of test items, the proportion of items devoted to particular
areas of knowledge and capabilities, and the testing methods to be used.

Boundaries can be set through the development of a conceptual
framework that provides a basis for test construction. Many states and the
National Assessment Governing Board (NAGB), which is responsible for
overseeing the development of the National Assessment of Educational
Progress (NAEP), use conceptual frameworks with some common ele-
ments for developing student assessments. Most of these frameworks are
closely linked to subject-specific content standards, and the most useful
frameworks provide concise statements of testable material at each grade
level. Frameworks for state assessments are typically based on nationally
developed content standards.

NAGB has agreed to develop a framework for an assessment of
technological literacy by 2008 as part of a feasibility study (Box 3-5). The
committee believes that a reasonable basis for a framework for assessments
of technological literacy would be the ITEA Standards for Technological
Literacy (ITEA, 2002).

Assessment frameworks also suggest how much emphasis will be
put on different areas of content, depending on the learning goals, the age
of the test population, and other factors. For example, the Illinois Science
Assessment Framework suggests that 20 percent of questions focus
on student understanding of science inquiry and technological design;
60 percent on major scientific themes, such as living things, matter and

BOX 3-5 A Conceptual Framework for Assessment of Technological Literacy

In spring 2005, the National Assessment Governing Board (NAGB) agreed to sponsor a “probe”
study of technological literacy assessment. NAGB uses probe studies to explore the feasibility of develop-
ing new, large-scale national assessments. This study will proceed in several stages, the first of which will
end in 2008 with the public release of a detailed assessment framework based on existing publications or
research. Field testing of sample items will begin in 2010, and an actual student assessment will be adminis-
tered in 2012.

NAGB has agreed
to develop a
framework for an
assessment of
technological
literacy by 2008.
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energy, and force and motion; and the remaining 20 percent on laboratory
safety practices and connections among science, technology, and society
(ISBE, 2005). Because content standards differ from state to state, the
emphasis on different concepts and skills may vary. However, in all cases,
there is a strong connection between the framework and relevant standards.

Assessment frameworks often provide test developers with de-
tailed suggestions on the nitty-gritty of test construction, such as the
number of test items; the number of multiple choice, short answer, and
other types of questions; the relative “weight” of the parts of the assess-
ment; the amount of time allotted for each section; and the best type of
scoring (e.g., CSAP, 2004).

Finally, assessment frameworks usually suggest criteria for deter-
mining performance levels. NAEP, for instance, groups student test out-
comes into three achievement levels, “basic,” “proficient,” and “advanced.”
Criteria for each level have been developed with input from subject-
matter experts, parents, and others.

Frequently, the conceptual underpinnings of an assessment frame-
work are represented as a matrix, which serves as a blueprint for the
development of test specifications and, ultimately, of actual test items.
Most frameworks (and matrices) are based on published documents, such
as national and state content standards, that suggest desired learning
outcomes. As more data become available and reveal strengths and weak-
nesses in the original assessment design, the framework and matrix can be
revised, as needed (Wilson and Bertenthal, 2005).

Because frameworks are usually designed to fulfill the purpose of
a particular assessment, the committee decided that a detailed framework
might not be particularly helpful at this time. However, the committee
developed a version of an assessment matrix for technological literacy that
can be useful in many settings (Figure 3-2).

The committee’s design of the matrix was influenced by a review
of conceptual frameworks developed for subjects closely related to techno-
logical literacy. For example, in the framework for the 2005 NAEP
science assessment, the content areas in the matrix are: Earth/space,
physical sciences, and life sciences. The cognitive domains are three
aspects of knowing and doing: conceptual understanding, scientific inves-
tigation, and practical reasoning (NAGB, 2004a).

The framework for the 2009 science assessment retains the three
content categories from 2005 and creates four rather than three categories
that are equivalent to the “knowing and doing” categories of the 2005
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framework. These four categories are called “science practices” and are
focused on the ways scientific knowledge is used. They are: identifying
scientific principles, using scientific principles, scientific inquiry, and tech-
nological design (NAGB, 2005). Underlying the science practices are four
cognitive skills—“knowing that,” “knowing how,” “knowing why,” and
“knowing when and where to apply knowledge”—intended to facilitate
the development of assessment items and analysis of student responses.
According to the framework, technological design will be the focus of
10 percent of the 2009 NAEP items.

The 1996, 2000, and 2003 NAEP mathematics frameworks in-
cluded five primary content “strands”—number sense, properties, and
operations; measurement; geometry and spatial sense; data analysis, statis-
tics, and probability; and algebra and functions—and three cognitive
domains, called “math abilities”—conceptual understanding, procedural
knowledge, and problem solving (NAGB, 2002). The frameworks group
math abilities with “reasoning,” “connections,” and “communication” in a
cross-cutting area of context called “mathematical power.”1

Even from these very brief descriptions, it is apparent that the
separations between the content and cognitive elements in the NAEP
matrices are artificial. Indeed, many test items necessarily draw on two or
more content areas and require a mix of cognitive skills. The same kind of
overlap will occur in an assessment matrix for technological literacy.

FIGURE 3-2
Assessment matrix
for technological
literacy.
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1The 2005 NAEP mathematics framework retains the same five basic areas of
content but eliminates the cognitive domains and adds a dimension related to the
complexity of the test items themselves (NAGB, 2004b).
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After looking closely at Standards for Technological Literacy (ITEA,
2002), Technically Speaking: Why All Americans Need to Know More About
Technology (NAE and NRC, 2002), and the science education standards
developed by AAAS (1993) and NRC (1996), both of which address the
nature of technology and the relationship between technology and sci-
ence, the committee adapted the three dimensions of technological lit-
eracy proposed in Technically Speaking—knowledge, capabilities, and critical
thinking and decision making2—as the cognitive elements in the matrix.
With the exception of the 2009 science assessment, these dimensions are
conceptually consistent with the elements in NAEP’s math and science
frameworks (Table 3-2).

However, there are also some important differences between the
committee’s matrix and NAEP’s matrices. First, NAEP’s cognitive do-
mains are progressive—moving from understanding to application of that
understanding to what might be called critical thinking. Although the
authors of Technically Speaking did not suggest a progression from one
dimension to another, the committee believes a case can be made for an
increasing cognitive complexity from knowledge to capability to critical
thinking and decision making.

The committee’s method of determining the content of the ma-
trix also differs significantly from the model developed by NAEP. NAEP
divides subjects into subdomains (e.g., for science, into Earth/space, physi-
cal sciences, and life sciences). By contrast, for technology, subdomains
are better represented by different conceptualizations, each of which cov-
ers the whole of technology—the artifacts, or “stuff,” of technology;
processes (especially design) used to create technology; and the relation-
ship between technology and society.

These conceptualizations are derived from (1) the literature on the
philosophy of technology, especially Thinking Through Technology: The
Path Between Engineering and Philosophy by Carl Mitcham (1994), where
technology is described as knowledge, and (2) the ITEA standards, which
are based on the same general principle. The committee defines the
content in this way (rather than, for example, using categories of tech-
nologies or disciplines of engineering). The rationale for the committee’s

2The third dimension was called “Ways of Thinking and Acting” in Technically
Speaking, but the committee has substituted “Critical Thinking and Decision Mak-
ing,” which seems a more appropriate descriptor. (See Chapter 2, pp. 33–35, for
further explanation.)
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approach is that technological literacy is based on a broad understanding
and conceptualization of technology, rather than on a narrow understand-
ing of specific components of the technological world.

The committee’s approach differs in three important respects
from the ITEA approach. First, the ITEA standards treat the “under-
standing” of design and the “doing” of design separately. In the committee’s
matrix, one content strand encompasses both. Second, the committee uses
“characteristics, core concepts, and connections” to capture the ideas
ITEA lumps under “nature of technology.” Third, the committee includes
a content area, “products and systems,” related to the “stuff” of technol-
ogy. Products are the myriad individual devices and processes, from bi-
cycles and dishwashers to automation and assembly lines, that we call
technology. Systems are agglomerations of technologies that operate in
complex arrangements to accomplish things that could not be accom-
plished by the individual components. Examples of systems include elec-
tricity generation and distribution, national and international transporta-
tion, and global communication systems. The “products and systems”
category corresponds to “the designed world” in the ITEA standards, with

TABLE 3-2 Cognitive Dimensions of the NAEP Science, NAEP Mathematics, and
Committee’s Technology Assessment Frameworks

Dimension 1 Dimension 2 Dimension 3

NAEP Science Identifying science Scientific inquiry; See note
Framework (for 2009 principles; using science technological design
assessment) principles

NAEP Science Conceptual Scientific investigation Practical reasoning
Framework (for 2005 understanding
assessment)

NAEP Mathematics Conceptual Procedural knowledge Problem solving
Framework understanding

Committee on Assessing Knowledge Capability Critical thinking and
Technological Literacy decision making

NOTE: The 2009 NAEP science framework departs from earlier NAEP models by recasting the cognitive aspects
of science knowledge and skills. These differences make it difficult to fit the new model to previous NAEP efforts
and to the committee’s own work. For example, there is no explicit cognitive category related to “critical
thinking and decision making” or “practical reasoning.” Instead, the new NAEP structure envisions critical thinking
to be a cross-cutting element across all but the declarative knowledge category (i.e., “identifying scientific
principles”) (S. Raizen, WestEd, personal communication, April 12, 2006).
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one important difference. The committee believes this category should
not be limited to the seven technologies suggested by ITEA. The group-
ings in the ITEA standards—medical, agricultural, and related biotech-
nologies; energy and power; information and communication; transporta-
tion; manufacturing; and construction—leave out some important elements
(e.g., sanitation technology, nanotechnology).

Of course, no list can be complete. For one thing, new technolo-
gies are always being created while others become obsolete. But even if a
comprehensive list could be compiled, it would be unmanageable. And,
practically speaking, for the purposes of assessment, familiarity with some
technologies will be more important than familiarity with others, depend-
ing on the purpose of the assessment and the test population. For these
reasons, the committee encourages designers to be flexible in deciding
which “products and systems” to include.

Table 5-2 in Chapter 5 presents a set of sample questions that
illustrate how the content and cognitive elements of technological literacy
might play out in each cell of the committee’s matrix.

Conduct Relevant Research

Research, including reviews of the published literature and inter-
views with experts, can be helpful when approaching a very complex or
poorly defined problem. Scientists and authorities in other fields often
analyze new problems by referring to previous problems. Once they have
determined the important factors in earlier cases, they may be able to
apply the lessons learned to the new design problem (NRC, 1999). Fol-
lowing this pattern, the committee reviewed existing assessment instru-
ments to determine the issues most important to the present task, such as
identifying design criteria and constraints and possible solutions. Research
was also useful for investigating whether ideas that arose during brain-
storming sessions met the criteria and constraints of the problem at hand.

In fact, the committee found that research was helpful in every
phase of the design process, from defining the problem to generating
possible solutions. Individuals and organizations attempting to develop
assessments of technological literacy based on the road map provided in
this report will have to conduct even more research—pilot testing, for
example—to determine how well their designs meet the criteria in real-
world environments.

The committee
found that

research was
helpful in every

phase of the
design process.
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Identify Potential Solutions

The heart of the design process is generating a number of pos-
sible solutions and deciding which of them is likely to be useful for
solving the problem. During brainstorming sessions, the usual method of
generating possible solutions, members of a design team discuss a wide
range of ideas, initially with little concern for their feasibility. After
listing all of the suggestions, the team begins to pare down alternatives
based on constraints and to eliminate ideas that are unworkable for one
reason or another.

The committee used a similar process. For example, although it
was unlikely, the committee considered the possibility that one or more
existing assessment instruments might adequately measure technological
literacy as spelled out in Technically Speaking. If such an instrument had
been discovered, the entire course of the project would have been differ-
ent. The committee spent considerable time reading, critiquing, and
discussing the collected documents, but, in the end, none was deemed
adequate. Thus, this potential solution had to be abandoned. The com-
mittee was then left with the challenging task of providing guidance
without the benefit of an existing model.

In most design processes, no single proposed solution meets all of
the criteria, but several possible solutions fit some of the criteria. This was
the case in the committee’s effort to define the content and cognitive
elements for assessing technological literacy, represented graphically as a
two-dimensional matrix (Figure 3-2). The committee had also considered
a three-dimensional alternative comprising content (materials, processes,
and products of technology), context (the personal, professional, and
social environment in which technology exists), and capabilities (knowl-
edge of technology and the ability to use it). Assessment items with this
alternative would be drawn from all three dimensions. Faced with these
two alternatives, the committee determined which came closest to fitting
all of the criteria.

This part of the design process, called “trading off” by engineers,
is crucial to any design process. A so-called trade-off matrix provides a
format for judging how well each potential solution satisfies each design
criterion. Constructing a trade-off matrix requires gathering as much
information about each alternative as possible, including the state of the
art in that area, the costs and time line for implementing the alternative,
and evidence demonstrating the validity and reliability of the technique.

In most design
processes, no
single proposed
solution meets
all of the criteria.
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Because there are likely to be a number of alternatives and a
number of criteria, it is generally not possible within the constraints of
time and money to conduct an in-depth study of each alternative and each
criterion. However, once enough information has been gathered to make
some qualitative comparisons, a formal trade-off analysis can be done. In
the end, it is probably more important that assessment developers care-
fully assess how their design choices relate to the criteria and which
criteria are most important for achieving the purpose of the assessment
than that they use a formal matrix analysis.

The committee analyzed the two alternative conceptualizations
in light of relevant content standards. The three-dimensional model had
some intellectual appeal, but it differed in some dramatic ways from the
organizational scheme presented in the ITEA standards. For example,
ITEA considers capability to be primarily concerned with doing—using
technology, problem solving, and designing, for example. Knowledge, in
contrast, is mostly concerned with understanding facts and the broader
concepts of technology. The two sets of science standards take a similar
view of technological knowledge.

The committee’s trade-off discussion focused on the question of
feasibility, that is, which of the two approaches was more likely to be
acceptable to educators, assessment experts, and the public at large. Even
though any assessment of technological literacy is likely to face chal-
lenges, the committee decided that the three-dimensional model, despite
its many interesting features, was less likely to be acceptable to key
stakeholders.

Refine Possible Solutions

Although the trade-off matrix is a useful aid to decision making,
it does not provide a final answer. Once the highest ranking solution or
solutions have been selected, they typically require further study before the
design can move to the prototype stage. Careful analysis at this stage
should reveal if a particular solution holds up against the specified criteria.
Because the original research is usually qualitative and is conducted rap-
idly, some information may be missing. At this point, all information
relating to the trial solution must be entered into the analysis and a
detailed design of the trial solution constructed.

This detailed design, referred to as a prototype, or pilot project,
represents the first concrete step toward the creation of a real-world
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assessment instrument and must include at least some of the items that
will be included in the final design. The prototype must be tested against
specified criteria to ensure that the instrument accomplishes its purpose. If
the prototype fails to meet any of the specified criteria, the design process
must be repeated, after being modified to accommodate the results of the
first iteration. As soon as a prototype meets the specified criteria,
the design should be reconsidered with an eye toward simplifying it as
much as possible.

The product of the committee’s design process is this report
rather than an actual assessment instrument. The principle impetus for
refinements to the report was comments from the 11 outside reviewers of
the document. Responses to those comments led to a host of content and
organizational changes. For example, several reviewers felt that the draft
report presented a potentially confusing definition of technological lit-
eracy. In response, the committee rewrote sections of the report to clarify
the concept, including renaming one of the dimensions (“Ways of Think-
ing and Acting” was changed to “Critical Thinking and Decision Mak-
ing”). Reviewers also encouraged the committee to provide a stronger
connection between the recommendations in Chapter 8 and the body of
the report. This, too, required significant rewriting.

Imperfect Design

Because of design constraints and the need for trade-offs among
conflicting criteria, no design will be perfect. The design process is an
exercise in compromise. Even if a design were theoretically perfect, the
process is conducted by humans whose inherent biases and imperfections
necessarily influence the process. Thus, all design products are inherently
imperfect and can be improved. In the case of an assessment of techno-
logical literacy, not only is the assessment subject to refinement, but the
subject being assessed is also evolving.

Feedback is a crucial part of the improvement process. Engineers
understand that continual improvement means feeding back the results of
tests of trial solutions. In the case of assessments of technological literacy,
assessment results must be tested for validity, reliability, and other stated
criteria, and these results must be disseminated to test developers, re-
searchers, and the general public. The best assessments will be designs
that have been modeled, tested, evaluated, and modified over time.

The design
process is an
exercise in
compromise.
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Inherent Uncertainties

All technologies are human-designed products. Thus, they have
both intended and unintended consequences. This is also true of assess-
ments. For example, the recent introduction of federally mandated high-
stakes testing in mathematics and reading—and science, beginning in
2007—has forced some school districts to reduce, or even cut entirely,
funding for other parts of the curriculum. This result was certainly not
what the drafters of the No Child Left Behind law intended.

The environment for educational assessments, or for assessments
of technological literacy, or both, may change as the result of any number
of factors, such as changes in leadership at the national, state, or local
level. Policy makers, who must respond to political and social priorities
and budget constraints, have considerable influence on the direction of
educational reform.

Whether the study of technology will be a stand-alone subject or
a component of science, mathematics, history, and other subjects, or both,
is still an open question. Therefore, it is impossible to predict whether
assessments of technological literacy will be stand-alone efforts, incorpo-
rated into assessments of other subjects, or some combination. In addi-
tion, over time research into the underlying knowledge structure of tech-
nology may lead to changes in the standards for technological literacy.

Because of these uncertainties, and because all designs are imper-
fect, the committee chose to provide general guidance for designing
assessments of technological literacy rather than developing one or more
specific assessment designs. (In Chapter 6, the committee considers how
the design-based approach might play out for a variety of assessment
purposes.) The road map is intended to provide a workable approach for
many years, even if the environment for assessing technological literacy
changes significantly.
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4
An Assessment Primer

A lthough few, if any, assessments are available in this
country for technological literacy, many good assess-
ment tools have been developed in other areas, from

reading and writing to science and mathematics. Indeed, over a period of
many years, a number of principles and procedures have been developed
for obtaining reliable results. Although assessing technological literacy has
some special requirements, the general principles developed for assess-
ments in other areas are applicable. Thus, a logical place to begin the
development of an assessment of technological literacy is with a review of
what has been learned.

The overview of the field of assessments in this chapter lays the
groundwork for the remainder of the report, which zeroes in on
the assessment of technological literacy. The first section lays out the
basics of testing and measurement—definitions, key ideas, and underly-
ing concepts. The middle section focuses on what researchers have learned
about cognition, that is, how people think and learn generally. The last
section summarizes research on how people learn technological concepts
and processes. Unfortunately, a great deal is still not known in this last
area, a circumstance that is addressed in the committee’s recommenda-
tions in Chapter 8.

Nevertheless, readers of the report, particularly those planning to
design an assessment instrument for technological literacy, will want
to familiarize themselves with this literature, because a clear idea of the
cognitive processes involved in learning is crucial to the development of
assessments and the interpretation of the results (NRC, 2001a):
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[A] well-developed and empirically validated model of thinking and
learning in an academic domain can be used to design and select assessment
tasks that support the analysis of various kinds of student performance.
Such a model can also serve as the basis for rubrics for evaluating and
scoring pupils’ work, with discriminating features of expertise defining the
specific targets of assessment.

Testing and Measurement

Basic Vocabulary

Like any other field of knowledge, assessment has a specialized
vocabulary. The terms “test” and “instrument,” for instance, which are
often used interchangeably, refer to a set of items, questions, or tasks
presented to individuals under controlled conditions. “Testing” is the
administration of a test, and “measurement” is the process of assigning
numbers, attributes, or characteristics—according to established rules—to
determine the test taker’s level of performance on an instrument. The
current emphasis on accountability in public schools, which entails accu-
rate measurements of student performance, has renewed interest in mea-
surement theory, which became a formal discipline in the 1930s.

“Assessment,” derived from the French assidere (to sit beside), is
defined as the process of collecting data to describe a level of functioning.
Never an end in itself, an assessment provides information about what an
individual knows or can do and a basis for decision making, for instance
about a school curriculum. A related term, “evaluation,” implies a value
judgment about the level of functioning.

“Reliability” is a critical aspect of an assessment. An instrument
is considered reliable if it provides consistent information over multiple
administrations. For example, on a reliable test, a person’s score should be
the same regardless of when the assessment was completed, when the
responses were scored, or who scored the responses (Moskal and Leydens,
2000). Reliability is necessary, but not sufficient, to ensure that a test
serves the purpose for which it was designed. Statistically, indices of
test reliability typically range from zero to one, with reliabilities of 0.85
and above signifying test scores that are likely to be consistent from one
test administration to the next and thus highly reliable (Linn and
Gronlund, 2000). Assuming other aspects of an assessment remain
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constant, reliability generally increases as the number of items or number
of individuals participating increases.

“Errors of measurement” can compromise the reliability of an
assessment. Even if an instrument is carefully designed and found to be
highly reliable, it can never be completely free of errors of measurement
(OERL, 2006). This means a test taker’s true score is the sum of the
observed score plus or minus measurement error. Errors can relate to
the characteristics of the test taker (e.g., anxiety), the test administrator
(e.g., inattention to proper test procedures), or the test environment (e.g.,
insufficient light or excessive noise), as well as to the accuracy of scoring.

“Validity” refers to the soundness and appropriateness of the
conclusions based on test scores. Validity answers questions such as “Is
the test fair?”, “Does the test measure what it purports to measure?”, and
“Are the test results useful for the intended purpose?” (Sireci, 2005).
According to current measurement theory, a test or an assessment instru-
ment in and of itself is not considered valid or invalid. Only the infer-
ences based on the test results are valid or invalid. Various types of
evidence may be used to determine validity, and all of them must relate to
the underlying concept, or construct, being measured (AERA et al.,
1999; Messick, 1989).

One of the most important types of evidence for determining
validity is how well the themes, wording, and format of test items relate to
a specified target-content domain, which may be based on specific learn-
ing objectives, such as those spelled out in educational standards (e.g.,
ITEA’s Standards for Technological Literacy). A second type of evidence
hinges on the relationship between test results and an external criterion,
such as later success in college. A third type is based on a test taker’s
response processes. For a test of technological decision making, for ex-
ample, determining the content-specific problem-solving skills used by
examinees to arrive at answers could provide important evidence of valid-
ity. When test scores are used or interpreted in more than one way or in
different settings, each intended use or interpretation must be validated.

In order to be valid, an assessment must be reliable, but reliability
does not guarantee validity. That is, an instrument may produce highly
stable results over multiple administrations but not accurately measure the
desired knowledge or skill. Data from assessments should be reliable, and
the inferences drawn from the data should be valid.

Various types
of evidence
may be used
to determine
validity.
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Central Themes

In the course of this study, the committee returned again and
again to several ideas of central importance to the development of high-
quality assessment instruments. Although these themes are not the only
important concepts in the field of assessment, they are given special
emphasis in this report, which will be read by many people outside the
field. The central themes are: (1) defining purpose; (2) selecting content;
(3) avoiding bias; and (4) ensuring fairness.

Defining Purpose

Any assessment instrument can only assess a small part of what a
person or group of people knows, believes, or can do. Thus, before starting
the design process, it is important to define the purpose of the assessment.
Although an assessment may serve more than one purpose, the most
effective assessments are designed to serve only one purpose; different
purposes all but imply different kinds of assessments. Completely differ-
ent designs would be used, for instance, to test how well museum-goers
understand the lessons of a technology exhibit and to determine how well
graduates of a school of education have been prepared to teach technology
to elementary school students.

A designer must first establish what test takers will be expected to
know about technology and what they should be able to demonstrate that
they know. For students, these questions have often been answered in the
form of standards. ITEA (2000) has developed content standards for
K–12 students that address technological literacy. AAAS (1993) and
NRC (1996) have developed national science education standards that
include references to technological literacy. However, because none of
these technology-related standards has been widely accepted or incorpo-
rated into education programs in the United States, the issue of assess-
ment design can be very complicated.

In the K–12 setting, researchers have identified a number of
purposes for assessments, ranging from program evaluation and instruc-
tional planning to pupil diagnosis (e.g., Brandt, 1998; McTighe and
Ferrara, 1996; Stiggins, 1995). Assessments of technological literacy have
two primary purposes in the K–12 setting: (1) to provide a measure of
what students and teachers know about technology and how well they are
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able to apply it; and (2) to identify strengths and weaknesses in students’
understanding, so that changes in teaching and the curriculum can be
made to address those weaknesses. For an assessment of technological
literacy, the designer must ask what types of information the results will
provide and to whom; how the results will be interpreted; and how useful
the results will be.

In contrast, the primary purpose of assessing the technological
literacy of out-of-school adults should be to determine what the general
populace knows and thinks about technology. At this point, little is
known about the level of knowledge or practical skills of adults, and only
slightly more is known about their attitudes toward technology. By con-
trast, a great deal is known about their political affiliations, television and
movie viewing habits, health patterns, and buying trends. Assessments of
technological literacy will provide information that can be used in a variety
of ways, from designing museum exhibits to informing the design of new
technologies.

Selecting Content

Because there are no explicit standards or expectations for what
teachers and out-of-school adults should know or be able to do with
respect to technology, assessment developers may wish to consider using a
matrix like the one presented in Chapter 3, which is based in part on
student standards, as a starting point for selecting appropriate content.

Theories of cognitive learning based on a constructivist approach
to knowledge acquisition suggest that the most valuable assessment in-
struments for students—at both the K–12 and post-secondary levels (i.e.,
pre-service teachers)—are integrated with instructional outcomes and
curriculum content. Developers of assessments must have an understand-
ing of instructional goals before they can design assessments to measure
whether students have indeed met those goals. However, beyond the
specific outcomes of learning, assessments must also take into account
learning processes, that is, how students learn; this is an important gauge
of what students can do once they leave the classroom. By integrating
assessments with instruction, curriculum, and standards, assessments can
not only provide valuable feedback about a student’s progress, but can also
be used diagnostically to route students through instruction.

Beyond the
specific
outcomes
of learning,
assessments
must also take
into account
learning
processes.
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Avoiding Bias

Assessment developers must be alert to the possibility of inequi-
ties in an assessment. An item is biased if it elicits different levels of
performance by individuals with the same ability but from different eth-
nic, sexual, cultural, or religious groups (Hambleton and Rogers, 1995).
Bias can be present in various forms. If one group uses a familiar term as
slang for another concept, for example, the use of that word on an
assessment might cause members of that group to give the wrong answer
even if they understand the concept correctly.

Pilot testing assessment items in small, sample populations is the
best way to rule out bias. Suppose, for instance, that two questions seem
identical, but the first has a correct response rate of 80 percent by all
groups, and the second has an 80 percent correct response rate from
all groups but one. Even if the bias is not apparent, the second question
should not be used in the assessment.

Another kind of bias may be present for low-income students
who may lack experiences that other students take for granted (e.g., family
vacations, travel, visits to movie theaters and restaurants, and exposure to a
variety of toys and tools). These students may present novel difficulties for
developers of assessments trying to measure their knowledge, skills, and
understanding.

Ensuring Fairness

The issue of fairness is closely related to bias. If no photos,
illustrations, or given names of people of a student’s ethnicity or race are
included in a test, the student may not be motivated to do well on the test.
If the only representation of a student’s background has a negative conno-
tation, the student’s score may be adversely affected. Every effort should
be made to avoid stereotypes and include positive examples of all groups
(AERA et al., 1999; Nitko, 1996).

Assessment developers must also take into account the extent to
which those being assessed have had opportunities to acquire the knowl-
edge or practice the skills that are the subject of the test. In the classroom
setting, opportunities to learn may include access to instruction and
instructional materials; time to review, practice, or apply a particular
concept; teacher competence; and school environment and culture
(Schwartz, 1995).
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Ideally, test takers, whether they are students, teachers, or out-of-
school adults, should be able to participate. For test takers with special
needs, the test many have to be adjusted, either through accommodations,
modifications, or, in rare instances, the use of alternative items or tasks.
Adjustments may vary according to the particular case. For example,
individuals with visual impairments require different modifications than
individuals with dyslexia, although both may have trouble reading the text
of a question. When making adjustments, test developers must ensure
that the modified assessment measures the same knowledge or skills as the
original assessment.

Measurement Issues

Assessments can include many different types of questions and
exercises, from true/false questions to the construction of a physical model
that performs a certain function. Each measurement method has advan-
tages and disadvantages, and test developers must select the ones that
serve the purpose of the assessment. Additional measurement issues may
arise depending on the amount of knowledge or number and types of skills
an assessment attempts to capture.

Selected-Response Formats

Selected-response items present test takers with a selection of
responses to choose from. Formats include true/false, multiple-choice,
and matching questions. One advantage of selected-response items is that
they generally require less response time by test takers and are easy to
score. This does not mean they are easier to develop, however. Multiple-
choice items, when developed to ensure validity and reliability, can not
only probe for facts, dates, names, and isolated ideas, but can also provide
an effective measure of higher-order thinking skills and problem-solving
abilities. Indeed, well constructed multiple-choice items can measure
virtually any level of cognitive functioning.

One weakness of the selected-response format is that test takers
can sometimes arrive at correct answers indirectly by eliminating incorrect
choices, rather than directly by applying the knowledge intended by the
test developer. In such cases, an assessment is measuring test-taking skill
rather than knowledge or capability.

Each
measurement
method has
advantages and
disadvantages.
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Constructed-Response Formats

In constructed-response questions, such as short-answer ques-
tions or essay questions, the test taker must provide a response. In general,
constructed-response items provide a more in-depth assessment of a
person’s knowledge and ability to apply that knowledge than selected-
response items. That advantage is counterbalanced, however, by the dis-
advantage that constructed-response questions are more difficult, time
consuming, and subjective to score (Luckhel et al., 1994).

Performance-Assessment Formats

Performance assessments include exhibits, hands-on experiments,
and other performance tasks, such as the construction of a device out of
given materials that meets specified requirements. One advantage
of performance assessments is that they can measure the capability—or
“doing”—dimension of technological literacy. A disadvantage is that they
are generally more time-consuming and expensive to develop and
to administer than other types of assessments items. In addition, if the
use of one or more performance tasks significantly reduces the total
number of items in an assessment, the overall reliability of the assessment
may be adversely affected (Custer et al., 2000).

Effective, Practical Formats

Many effective assessments, including some large-scale, state-
wide tests, combine at least two formats. In assessing technological lit-
eracy, multiple-choice and short-answer questions might be used to mea-
sure facts, knowledge, and concepts related to technological literacy, as
well as the types of knowledge that can be applied in different situations.
However, depending on the objective of the assessment, the latter skill
might also be measured by performance tasks. Real or simulated perfor-
mance tasks may be the best way for determining how well an individual
can apply knowledge and concepts to solving a particular problem.

Domain of Knowledge

Often educators or researchers are interested in finding out what
people know and can do related to a wide-ranging domain of knowledge.
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Because the time and costs of testing would be extensive, it is usually not
feasible to develop a single test to measure a very large body of knowledge.
Assessment experts have devised a solution to this dilemma—giving only
a fraction of the total number of items to each test subject. Dividing a
large test into smaller segments and administering each segment to
a portion of the population of interest is called “matrix sampling.” The
results are reliable at the level of the total population tested as well as for
certain subgroups (e.g., by gender or age) but not at the level of the
individual, and individual results are not reported. The National Assess-
ment of Educational Progress and the Trends in International Mathemat-
ics and Science Study use matrix-sampling techniques.

So-called census testing involves giving the same test to all mem-
bers of the target population. Because testing time is generally limited, an
entire domain of knowledge cannot be assessed in this way. The advan-
tage of census testing is that the results are reliable and can be reported at
the level of the individual. State grade-level assessments are examples of
testing by the census approach.

Reporting of Results

The way the results of an assessment are reported depends on the
purpose of the assessment and the methods used in its development. The
most common presentation of results is basic and descriptive—for ex-
ample, the percentage of individuals who correctly respond to an item
or perform a task. Other types of reporting methods include: norm-
referenced interpretation; criterion-referenced interpretation; and
standards-based interpretation.

Norm-Referenced Interpretations

Norm-referenced results are relative interpretations based on an
individual’s position with respect to a group, often called a normative
sample. For example, a student might score in the 63rd percentile, which
means that he or she scored better than 63 percent of the other students
who took the test or, perhaps, better than 63 percent of a previous group
of students who are the reference group (the norm) against which the test
was standardized. Because norm-referenced results are relative, by defini-
tion some individuals score poorly, some average, and some well.
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Criterion-Referenced Interpretations

Criterion-referenced interpretations are presented in absolute
rather than relative terms and indicate how well individuals perform
absolutely, not on how well they perform relative to others. The criterion
is a desired learning outcome, often based on educational standards, and
assessment items measure how well the test taker demonstrates knowl-
edge or skill related to that goal. Criterion-referenced results may be
presented as a number on a scale, a grade, or a rubric (e.g., novice,
adequate, proficient). Thus, depending on the assessment and the group
being assessed, few, half, or a large number of individuals (or groups)
could meet the established criteria.

Standards-Based Interpretation

Standards-based interpretation is closely related to criterion-based
interpretation. The No Child Left Behind Act of 2001 requires that each
state develop an assessment program based on a standards-based interpre-
tation of results, which ultimately allows for 100 percent of students,
overall and disaggregated by subgroup, to be 100 percent proficient in
reading, mathematics, and starting in 2007, in science.

To define proficiency, each state education agency was required
to submit a workbook plan to the U.S. Department of Education for
approval based on accepted standards-setting techniques, such as Book-
mark or Modified Angoff (Kiplinger, 1997). Standards-based interpreta-
tion, like criterion-based interpretation, has a proficiency-defining “cut-
off” score.

Cognition

In the assessment triangle described in Knowing What Students
Know (NRC, 2001b), one corner of the triangle is cognition. In the
context of the present report, cognition is a theory or set of beliefs about
how people represent knowledge and develop competence in a subject
domain. To test an individual’s learning and knowledge, assessment
designers must first understand how people learn and know things.
An explicit, well conceived cognitive model of learning is the basis of
any sound assessment design; the model should reflect the most scientifi-
cally credible evidence about how learners represent knowledge and de-
velop expertise.
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Most experienced teachers have an understanding of how their
students learn, although that understanding may not be scientifically
formulated. As researchers learn more about how people learn and under-
stand, the new understanding should be incorporated into assessments.
An assessment should not be static but should be constantly evolving to
reflect the latest and best research.

Nature of Expertise

Many principles about thinking and learning are derived from
studies of the nature of expertise and how it is developed. Experts have a
great deal of both declarative (knowing that) and procedural (knowing
how) knowledge that is highly organized and can be efficiently retrieved
to solve problems. Thus, cognitive scientists have focused considerable
efforts on studying expert performance in the hope of gaining insights
into thinking, learning, and problem solving. These studies reveal marked
differences between experts and novices (defined as individuals in the early
stages of acquiring expertise).

To become an expert, a person must have many years of experi-
ence and practice in a given domain. During those years, the individual
collects and stores in memory huge amounts of knowledge, facts, and
information about his or her domain of expertise. For this knowledge to
be useful, however, it must be organized in ways that are efficient for recall
and application (Bransford et al., 1999; Chi and Glaser, 1981; Ericsson
and Kintsch, 1995). Researchers have found that expert knowledge is
organized hierarchically; fundamental principles and concepts are located
on the higher levels of the hierarchy and are interconnected with ancillary
concepts and related facts on the lower levels of the hierarchy. In addition,
procedures and contexts for applying knowledge are bundled with the
knowledge so that experts can retrieve knowledge in “chunks” with rela-
tively little cognitive effort. This so-called “conditionalized knowledge”
makes it possible for experts to perform high-level cognitive tasks rapidly
(Anderson, 1990).

Thanks to this highly organized store of knowledge, experts can
focus their short-term memory on analyzing and solving problems, rather
than on searching long-term memory for relevant knowledge and proce-
dures. In addition, experts can integrate new knowledge into their existing
knowledge framework with relatively little effort. For an expert, “knowing
more” means having (1) more conceptual chunks of knowledge in memory,

Researchers
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(2) more relations and features defining each chunk, (3) more interrela-
tions among chunks, and (4) effective methods of retrieving and applying
chunks (Chi and Glaser, 1981). In contrast, novices do not have highly
organized stores of knowledge or links to related knowledge and proce-
dures. Thus, novices must spend more cognitive effort looking for and
retrieving knowledge from memory, which leaves less short-term memory
for high-level tasks, such as problem solving.

In a telling experiment by Egan and Schwartz (1979), expert and
novice electronic technicians were shown a complex circuit diagram for
just a few seconds and asked to reproduce as much of the diagram as they
could from memory. The experts accurately reproduced much of the
circuit diagram, whereas the novices could not. The experts were capable
of such remarkable recall because they recognized the elements of the
circuit as members of recognizable groups, rather than as individual ele-
ments. For example, they noticed that a particular set of resistors, capaci-
tors, and other elements formed an amplifier of a certain typical structure
and then recalled the arrangement of this amplifier chunk. When both
groups were shown circuit diagrams with the elements arranged ran-
domly, the experts had no way of identifying chunks, or functional units.
In this test, experts scored no better than novices.

Experts and novices also focus on different attributes to decide
on a strategy for solving a problem. In physics and mathematics, for
instance, research has shown that shortly after reading a problem skilled
problem solvers cue in on the underlying principles or concepts that could
be applied to solve it (Chi et al., 1981; Hardiman et al., 1989; Schoenfeld
and Herrmann, 1982). In contrast, unskilled problem solvers cue in on
the objects and terminology, searching for a method of attack. For
example, skilled problem solvers in physics decide that two problems
could be solved with a similar strategy if the same principle (e.g., Newton’s
Second Law) applies to both problems. By contrast, unskilled problem
solvers base their decisions on whether the two problems share the same
surface characteristics (e.g., both contain inclined planes). Focusing on
the surface characteristics is not very useful because the two problems that
may look similar may require entirely different approaches.

Once an expert decides on the concepts that apply to a problem,
he or she then decides on a procedure by which the concepts can be
applied. Unskilled problem solvers must resort to finding and manipulat-
ing equations that contain the quantities given in the problem until they
isolate the quantity or variable being asked for (Chi et al., 1981; Larkin,
1981, 1983; Mestre, 1991). Experts are also often flexible in ways novices
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are not. Even when experts are asked to solve a complex problem outside
their immediate knowledge base, they can often use strategies (e.g.,
metacogition, knowledge building), or disciplinary dispositions, to come
up with a solution (Wineberg, 1998).

In short, experts have a tendency to carry out qualitative analyses
of problems prior to executing the quantitative solution, whereas novices
tend to rely on a formulaic approach. For novices, the formulaic approach
is more a necessity than a choice, because they have not yet mastered the
principles and concepts of the subject and are not adept at knowing when
and how to apply them. In the physical sciences, novices with reasonable
skills in algebra find it easier to begin by manipulating equations, which
enables them to narrow the field to the equations that might be useful by
knowing which portion of the textbook the problem came from and
by matching the variables in the equations to the “givens” in the problem.
Only after considerable experience solving problems in this way do un-
skilled problem solvers begin to realize that this approach cannot be
“generalized.” At that point, they may begin to shift to concept-based
problem-solving strategies.

Cognitive research related to expertise raises a number of ques-
tions relevant to assessments of technological literacy:

• What assumptions can be made about the conditions and time
necessary to acquire technological literacy?

• How can technological literacy be assessed in ways that do not
encourage short-term exam coaching?

• What defines the key principles/concepts and procedural knowl-
edge in different areas of technology, and what types of assess-
ments can test for these high-level constructs?

• How should naïve and skilled problem solving in technology be
characterized, and what types of assessments can distinguish
between them?

• What constitutes cuing on surface characteristics and cuing on
deep structures in technological problem solving, and how does
one assess an individual’s place along this spectrum?

Knowledge Transfer

One dimension of technological literacy is the ability to reason
about technology coherently and abstractly from a broad perspective as a
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basis for making informed decisions about environmental, health, eco-
nomic, political, scientific, and other issues that affect society. Thus,
assessing technological literacy is largely about measuring the ability to
transfer and apply knowledge in different contexts. In fact, knowledge
transfer is a major goal in all education. Teaching in school and university
classrooms and lecture halls is based on the premise that what a student
learns in school will be useful in other settings both in and out of school
(e.g., other courses, other disciplines, the workplace).

All of the research indicates that knowledge transfer is difficult to
achieve. For example, classic studies of analogical transfer illustrate that
transferring relevant knowledge from one situation to another in a differ-
ent context, even if the tasks are isomorphic (i.e., they share the same
structure), is not routine (Gick and Holyoak, 1980; Hayes and Simon,
1977; Reed et al., 1974, 1985). Most students can transfer knowledge
only after being given hints pointing out that the two situations are
isomorphic. Recently, Blanchette and Dunbar (2002) found that even
students who spontaneously draw analogical inferences from one domain
to another do not infer enough similarities to support a full-fledged
transfer of knowledge. These studies suggest that the ability to transfer
knowledge is context-bound, which presents educators with the challenge
of structuring lessons to encourage transfer.

Research shows that several factors affect transfer. First, although
it seems obvious, there must be an initial acquisition of knowledge (Brown
et al., 1983; Carey and Smith, 1993; Chi, 2000). In many studies, a failure
to transfer knowledge was attributable to insufficient initial learning (e.g.,
Brown, 1990; Klahr and Carver, 1988; Littlefield et al., 1988). The qual-
ity of initial learning is also important for transfer. Rote learning does not
facilitate transfer; learning with understanding does (Bransford et al.,
1983; Mandler and Orlich, 1993; see also the review of the literature in
Barnett and Ceci, 2002). If students try to learn too many topics quickly,
they may simply memorize isolated facts and have little opportunity to
organize the material in a meaningful way or to link new knowledge
to related knowledge.

The context of learning also affects transfer. If students perceive
that knowledge is tightly bound to the context in which it is learned,
transfer to contexts with even superficial differences becomes significantly
more difficult (Bjork and Richardson-Klavhen, 1989; Carraher, 1986;
Eich, 1985; Lave, 1988; Mestre, 2005; Saxe, 1989). For example, students
who learn to solve arithmetic-progression problems can transfer the method
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to similar physics problems involving velocity and distance, but students
who learn to solve the physics problems first have difficulty transferring
the method to arithmetic-progression problems involving the same basic
principles (Bassok and Holyoak, 1989). Apparently, after learning physics
equations in a specific context, students are unable to recognize that they
are applicable in a different context.

Prior knowledge can affect transfer and can lead to the applica-
tion of inappropriate knowledge to a situation (referred to as negative
transfer). There is a great deal in the literature on misconceptions in the
sciences indicating that students come to science classes with fragmented
knowledge and many misconceptions about how the physical and
biological world works (diSessa and Sherin, 1998; Etkina et al., 2005;
McDermott, 1984). For example, when children who believe Earth is flat
are told that it is round, they may understand this to mean that Earth is
round like a pancake, with people standing on top of the pancake
(Vosniadou and Brewer, 1992). When told that Earth is round like a ball,
children may envision a ball with a pancake on top, upon which people
could stand. Thus, misconceptions can adversely affect learning (because
students may misconstrue new knowledge that conflicts with prior
knowledge) and problem solving (because inappropriate knowledge may
be applied).

Cognitive research related to knowledge transfer has raised sev-
eral questions relevant to the assessment of technological literacy:

• What test items would assess the transfer of key technological
principles from one context to another?

• Are teaching practices and curricula in technology education
guided by our best understanding of how to promote knowl-
edge transfer?

Metacognition

Cognitive scientists use the term “metacognition” to refer to the
process of consciously keeping track of thinking processes and adjusting
understanding while learning to solve problems. Learners develop
metacognitive strategies, such as monitoring understanding through self-
regulation, planning, monitoring success, and correcting errors, to assess
their readiness for high-level performance and to become more aware of
themselves as learners (Bransford et al., 1999). Reflecting on one’s learning,
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a major component of metacognition, does not typically occur in the
classroom, possibly because of the lack of opportunity, because instructors
do not emphasize its importance, or because metacognition develops
slowly. In the physical sciences, for example, if students are unable to
make any progress in solving a problem and are asked to identify the
difficulty, they tend to say only that they are “stuck” and not to analyze
what they need to make progress. In short, they have a metacognitive
awareness of their level of understanding but are unable to bring condi-
tional knowledge of learning strategies to bear on the task.

There are some notable examples of metacognitive strategies
being used to improve learning in various domains. In mathematics,
for example, teachers have had success with techniques that combine
problem-solving instruction with control strategies for generating alterna-
tive problem-solving approaches, evaluating among several courses of
action, and assessing progress (Schoenfeld, 1985). And in science, a
middle-school curriculum that incorporates metacognitive strategies,
such as scaffolded inquiry, reflection, and generalization, has met with
considerable success in teaching force and motion (White and
Frederiksen, 1998).

Metacognition can be important in the development of techno-
logical literacy. Students whose instruction and curricula in technology
education include metacognitive components, should show observable
improvement in technological literacy over time. The development of
metacognitive strategies for technology education thus has indirect impli-
cations for the assessment of technological literacy.

Cognitive research related to metacognition has raised a number
of questions relevant to the assessment of technological literacy:

• How does metacognition develop in specific technology con-
tent areas?

• How is self-monitoring accomplished for technology, and does
it differ from self-monitoring in other domains?

• What modes of instruction encourage self-monitoring?

Conceptual Change

Cognitive scientists have also examined how people form con-
cepts and how they give up one concept in favor of another. In science
learning, for example, although no consensus has been reached on the
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ontological status of students’ emerging conceptual knowledge, some
theories are emerging. One theory posits that portions of students’ knowl-
edge have the qualities of “naïve theories,” which have an impact on
students’ scientific explanations and judgments (Carey, 1999; Chi et al.,
1994; Hatano and Inagaki, 1996; Ioannides and Vosniadou, 2002;
McCloskey, 1983a,b; Smith et al., 1997; Vosniadou and Brewer, 1992;
Vosniadou and Ioannides, 1998). Although proponents of this theory do
not argue that students’ naïve theories have the robustness and consistency
of scientists’ theories, they do argue that some of children’s knowledge is
organized into cognitive entities that are activated as bundled units and
applied remarkably consistently in similar contexts. According to this
theory, encouraging conceptual change requires eliciting and exposing
counterproductive knowledge, confronting and refuting that knowledge,
and finally offering new ideas to replace the erroneous information (Strike
and Posner, 1985).

Others argue that students’ knowledge of science is sensitive to
context and unstructured to the point that it cannot be described as a
“theory.” According to this view, students’ knowledge is composed of
diverse, fine-grained elements that lack the coherence and integration
necessary for theories. This granular knowledge is variously described as
“resources” (Hammer and Elby, 2003; Hammer et al., 2005) and “knowl-
edge in pieces” (diSessa, 1988, 1993; diSessa and Sherin, 1998; diSessa
and Wagner, 2005; diSessa et al., in press). In the knowledge-in-pieces
view, instead of activating and applying precompiled knowledge bundles
(as suggested in the naïve-theories view), students activate and combine
knowledge pieces to reason about scientific situations; however, the knowl-
edge pieces are highly sensitive to contextual variations, and if a context is
changed slightly, a new, or modified set of knowledge pieces is activated
(Mestre et al., 2004). Thus, conceptual change is more correctly described
as conceptual development or refinement because concepts are fluid rather
than well formed. To encourage conceptual change, then, instructors
must help students both develop knowledge pieces or resources relevant to
the situation and then activate students’ existing productive resources they
may not have considered relevant (Smith et al., 1994).

Cognitive research related to conceptual change has raised several
questions relevant to the assessment of technological literacy:

• What is the “conceptual ecology” (diSessa, 2002; Smith et al.,
1994) of technological knowledge among different age groups,



T E C H  T A L L Y80

and how does that knowledge affect technological problem
solving and knowledge transfer?

• What counterproductive knowledge about technology do stu-
dents and adults possess, and how difficult is it to restructure
this knowledge in ways that support effective reasoning?

• How well do current theories of conceptual change in science
map to what occurs in technological learning?

Research on Technological Learning

Technological literacy is a dynamic characteristic developed over
a lifetime. To understand how individuals learn to design, solve techno-
logical problems, and make decisions and judgments about technological
issues, in other words how they become technologically literate, we must
attend to the research into how children and adults learn technological
concepts and processes.

To inform the committee’s deliberations, two reviews of the
literature related to how people learn technology-related concepts were
commissioned. One review focused on work in the field of technology
education (Petrina et al., 2004); the other examined research in the field
of engineering (Waller, 2004). (For selected bibliographies from these
reviews, see Appendix D.) As noted in the preceding section, there are a
number of unanswered questions about key aspects of how people think
and learn in the realm of technology. But some useful work has been done,
and those interested in designing assessments for technological literacy
will benefit by taking it into account.

Learning Related to Technology1

Very few empirical studies have been done on learning related to
technology using a conceptual framework of forms, levels, and the devel-
opment of competence and expertise. This can be attributed to two
factors: (1) the field of technology education is young compared with the
field of cognitive psychology; and (2) cognitive scientists, psychologists,
and science-education researchers have conducted few studies of any kind
on learning related to technology.

One of the few studies that refers explicitly to the insights of

1This section includes material adapted from Petrina et al., 2004.
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cognitive science was published in 1997 by Thomson, who used concept
mapping to investigate how students conceptualize technology. Con-
cept mapping is a method of organizing knowledge hierarchically, show-
ing cause-effect relationships among different knowledge components.
Concept maps by experts reflect the organization and structure of their
knowledge, whereas concept maps by novices tend to reflect their less
integrated, less structured knowledge. Thomson concluded that, although
concept mapping might be useful for assessing student knowledge struc-
tures, a great deal of work remains to be done to validate the use of
concept mapping in technology-education research.

Other studies indicate that young students readily identify tan-
gible objects as technology. They not only commonly associate technology
with computers, but they also recognize buildings, machines, and vehicles
as technology (Hill and Anning, 2001a,b; Rennie and Jarvis, 1995). Based
on the number of examples of technology children identified in images,
texts, and words, Jarvis and Rennie (1996, 1998) concluded that concep-
tions of technology became more sophisticated with increasing age.

Davis, Ginns, and McRobbie (2002) investigated the conceptual
understanding of particular aspects of technology, such as material prop-
erties. In one study, seven- and eight-year-olds described features of
materials they used in a bridge-building lesson. Although they had diffi-
culty expressing the features of composition, such as strength, they under-
stood that by increasing the volume of materials they could basically
increase the strength of the structure.

Children understand the concept of technology to be primarily
objects, but they understand design to be a process. Children learn the
processes of technology by participating in design activities (e.g., Foster
and Wright, 2001; Hmelo et al., 2000; Roth, 1998). Using a classic
“apprenticeship” model of situated cognition, Druin (1999, 2002) and
other researchers have been investigating how students apply their exper-
tise to the design of common children’s artifacts—animation, fantasy
spaces, games, storybooks, and toys. These studies have shown that chil-
dren are capable of playing different roles on design teams (e.g., user,
tester of technology, design inventor, and critic). Other studies have
shown that children prefer participatory models to independent-inventor
models and that they feel most creative when they embed their design
work in narratives or stories (Bers, 2001; Druin, 2002; Druin and Fast,
2002; Druin and Hendler, 2001; Kafai et al., 1997; Orr, 1996; Taxen
et al., 2001).
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Researchers have also studied the development of visualization
and spatial skills in adolescents and younger teens, who are capable of
working with simple symbolic, mathematical models, but who respond
most readily to computer and concrete, three-dimensional (3-D) models.
Although these children tend to have complex imaginations, unless they
have sketching and drawing skills, they have difficulty representing the
designs in their mind’s eye in two-dimensional space. For example, Welch
et al. (2000) found that 12- to-13-year-old novice designers approach
sketching differently than professional designers, who use sketching to
explore ideas and solutions. Although adolescents and teens may not be
adept at sketching and drawing, they tend to develop design ideas by
working with 3-D models. These and other observations by researchers
raise questions about the differences between school-based design and
professional design (Hill and Anning, 2001a,b).

Novices and experts approach technological design tasks differ-
ently, just as they do in other domains of learning. Both novice and expert
designers manage a range of concurrent cognitive actions, but novices lack
metacognitive strategies for organizing their activities (Kavakli and Gero,
2002). In a study of how expert, novice, and naïve designers approach the
redesign of simple mechanical devices, Crismond (2001) found that all
three groups relied more heavily on analytic strategies than on evaluation
or synthesis. Not surprisingly, expert designers were able to generate more
redesign ideas than designers with less experience.

Research on the development of expertise has also focused on the
relationship of procedural to conceptual knowledge, both of which appear
to be necessary for successful design, for novices as well as experts. In
addition, the content of the procedural knowledge is determined by the
design problem to be solved. In other words, different design problems
require different approaches. The connection between procedural and
conceptual knowledge in educational settings was investigated by Pomares-
Brandt (2003) in a study of students’ skills in retrieving information from
the Internet. In this study, a lack of conceptual knowledge of what the
Internet is and how it functions had a negative impact on information-
retrieval skills.

Critical thinking and decision making in children, as in adults,
suggest the level of reasoning necessary to making sensible choices regard-
ing technological issues. Taking advantage of the relative comfort in
distance afforded by virtual reality, researchers have used digital simula-
tions to prompt students to reason through a variety of moral dilemmas
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(e.g., Bers, 2001; Wegerif, 2004). Researchers in Germany found that
when ethics was taught in school it was often perceived to be “just another
school subject” or misunderstood to be religious instruction (Schallies
et al., 2002). About 60 percent of the more than 3,000 high school
students surveyed in this study did not think they had been prepared in
school to deal with the types of ethical decisions that commonly face
practitioners in science and technology.

Researchers are also beginning to explore the roles students ne-
gotiate in relation to technology (Jenson et al., 2003; Selwyn, 2001, 2003;
Upitis, 1998; Zeidler, 2003). Students’ identities are increasingly defined
through these roles in terms of competence, interests, and status. Owner-
ship of cell phones or MP3 players, for example, confers status in a culture
in which students are heavily influenced by media pressure from one
direction and peer pressure from another.

Ethical decision making by adults may be commonplace, but
research suggests it is difficult to specify how ethical decisions are made
(Petrina, 2003). Research on software piracy reveals that moral reasoning
on technological issues has contingencies. For instance, university stu-
dents typically recognize unethical behavior, but make decisions relative to
their desires. Nearly three-quarters of 433 students in one study acknowl-
edged participating in software piracy, and half of these said they did not
feel guilty about doing so (Hinduja, 2003).

Learning Related to Engineering2

Historically, research on engineering education has mostly been
done by engineering faculty and has focused on changing curricula, class-
rooms, and content rather than on measuring the impact of these changes
on what students know and can do. Recently, however, as academic
engineering faculty increasingly collaborate with faculty in other disci-
plines, such as education, psychology, and sociology, the types of research
questions being asked and the assumptions being made are beginning to
change. Because of the shift toward investigating how people learn engi-
neering, most of the available research is based on qualitative methodolo-
gies, such as verbal protocol analysis and open-ended questionnaires.

Research on how individuals learn the engineering design process

2This section includes material adapted from Waller, 2004.
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is focused mostly on comparing novice and experienced designers. These
studies indicate that novices use a trial-and-error approach, consider fewer
issues when describing a problem, ask for fewer kinds of information, use
fewer types of design activities, make fewer transitions between design
activities, and produce designs of lower quality than experienced designers
(e.g., Adams et al., 2003; Ahmed et al., 2003; Atman et al., 1999; Mullins
et al., 1999).

Other findings are also relevant to assessing design activity: (1) the
choice of task affects problem-solving behavior; (2) more evaluation oc-
curs in the solving of complex problems than simple problems; (3) stu-
dents draw on personal experiences with the problem situation to generate
solutions; and (4) sketching not only allows the problem solver to store
information externally, but also allows him or her to experiment with
reality, iterate the solution space, and reason at the conceptual and sys-
tems level.

Assessing mental models can be very tricky because questions
about different, but parallel, situations evoke different explanations. In
addition, people who have more than one model for a concept (e.g.,
electricity as flow and electricity as a field phenomenon) may use the
simpler model to explain a situation unless they are asked specifically for
the most technically precise explanation. Since the early 1980s, research-
ers have been trying to capture the mental models children, students, and
adults use to understand concepts and processes, such as combustion,
electricity, and evaporation (e.g., Borges and Gilbert, 1999; Tytler, 2000;
Watson et al., 1997). However, because the vast majority of studies on
conceptual change involve single or comparative designs, rather than
longitudinal designs, the conclusions require assumptions of equivalence
of samples and populations.

Taken together, these studies indicate several features of mental
models: (1) they are developed initially through everyday experiences;
(2) they are generally simple, causal models of observable phenomena; and
(3) they are applied consistently according to the individual’s rules of logic
(which may not match those accepted in the scientific community). In
addition, individuals can hold alternative conceptions simultaneously with-
out apparent conflict. Thus, different questions may elicit different mod-
els from the same individual.

One way of measuring students’ conceptual understanding, rather
than their ability to apply formulae, is through a concept inventory. First

Assessing
mental models

can be very
tricky.
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developed in physics education in the Force Concept Inventory (Hestenes
et al., 1992), concept inventories consist of multiple-choice questions that
require a substantial understanding of concepts rather than simple calcula-
tion skills or commonsense understanding. By including a variety of
distractors, such assessments reveal the extent and nature of student
misconceptions about a topic. In engineering education, 15 concept in-
ventories are in various stages of development (Box 4-1).

Thus far, no studies have addressed general engineering con-
cepts, such as systems, boundaries, constraints, trade-offs, goal setting,
estimation, and safety. Some of these are obliquely included in analyses of
design behavior, but no study addresses how participants specifically in-
clude these concepts. In addition, not a single study investigates what the
general public understands about these concepts, much less how they
come to understand them.

When applying the findings of studies of how people learn engi-
neering design and content, several caveats must be observed. First, engi-
neering students and practitioners are not a random sample of the general
population; therefore findings based on this specialized population may
not apply to other populations. Second, learning preferences not only
affect the way people learn, but also how they interact with assessment
instruments, and engineering concepts can be expressed in many different
ways (e.g., mathematics, diagrams, analogies, and verbal descriptions).
Thus, a robust assessment instrument should accept several different
expressions of concepts as “correct.” Third, engineering design is ulti-
mately a collaborative process, with goals, boundaries, constraints, and
criteria negotiated by a wide variety of stakeholders. Therefore, an authentic
assessment of design skills should include a component that reflects the

BOX 4-1 Concept Inventories Under Development, by Topic

Electronics
Waves
Thermodynamics
Strength of materials
Signals and systems

Electromagnetics
Circuits
Fluid mechanics
Materials
Chemistry

Dynamics
Thermal and transport processes
Computer engineering
Statistics
Heat transfer

Source: Waller, 2004.



T E C H  T A L L Y86

negotiation, teamwork, and communication skills necessary for successful
design processes.

Fourth, because design is context sensitive, researchers must be
cautious in comparing results across cultures (including cultures within
the United States) (Herbeaux and Bannerot, 2003). The values underlying
choices and trade-offs between groups may be very different, as may the
communication and negotiation processes. And, because understanding
depends in part on everyday experiences, assessors must be careful to select
examples and situations that do not reflect socioeconomic or cultural
differences. For example, some children may not have experience with
clothes drying on a line, while others may never have seen a light wired to
a dimmer switch. If these items are used, an assessment instrument may
indicate differences in conceptual understanding that actually reflect
socioeconomic and/or cultural differences among study participants.
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5
Review of Instruments

To provide a basis for deliberations, the committee col-
lected and analyzed assessments that have been used or
might be used to measure an aspect of technological

literacy, even if they were not designed explicitly for that purpose. In fact,
only about one-third of the assessment “instruments” collected by the
committee were explicitly designed to measure technological literacy. Of
these, only a handful was based on a conceptual model of technological
literacy like the one presented in Technically Speaking or Standards for
Technological Literacy. Indeed, the universe of assessments of technological
literacy is very small.

A combination of formal methods (e.g., database searches) and
informal methods (e.g., inquiries to knowledgeable individuals and orga-
nizations) were used to collect assessment instruments. The committee
believes most of the relevant assessment instruments were evaluated, but,
because the identification process was imperfect, the portfolio of instru-
ments should not be considered comprehensive.

Altogether, the committee identified 28 assessment instruments
of several types, including formal criterion- or norm-referenced tests,
performance-based activities intended to measure an aspect of design or
problem-solving ability, attitude or opinion surveys, and informal quizzes.
Item formats ran the gamut from multiple-choice and short-answer ques-
tions to essays and performance tasks. About half the instruments had
been used more than once; a very few had been administered many times
over the course of a decade or more. The others, such as assessments
developed as research for Ph.D. dissertations, had been used once, if at all.
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The population of interest for most of the instruments was K–12
students. Teachers were the target population for two, the Praxis Tech-
nology Education Test (ETS, 2005) and the Engineering K–12 Center
Teacher Survey (ASEE, 2005). The rest were designed to test out-of-
school adults. Although the focus of this project is on assessment in the
United States, the committee also studied instruments developed in
Canada, England, and Taiwan. The approaches to assessment in non-
U.S. settings provided useful data for the committee’s analysis.

The purposes of the assessment tools varied as much as the
instruments themselves. They included diagnosis and certification of stu-
dents, input for curriculum development, certification of teachers, re-
source allocation, program evaluation, guidance for public policy, suitabil-
ity for employment, and research. The developers of these assessments
could be divided into four categories: state or federal agencies, private
educational organizations, academic researchers, and test-development or
survey companies.

Table 5-1 provides basic information about the instruments,
according to target population. More detailed information on each instru-
ment, including sample items and committee observations, is provided in
Appendix E.

The committee reviewed each instrument through critiques writ-
ten by committee members, telephone conferences, and face-to-face dis-
cussions. In general, the reviews focused on two aspects of the assess-
ments: (1) the type and quality of individual test items; and (2) the format
or design of the assessment. The reviews provided an overview of current
approaches to assessing technological understanding and capability and
stimulated a discussion about the best way to conduct assessments in
this area.

Although a number of the instruments reviewed were thought-
fully designed, no single instrument struck the committee as completely
adequate to the task of assessing technological literacy. This is not surpris-
ing, considering the general challenge of developing high-quality assess-
ments; the multifaceted nature of technological literacy; the characteristics
of the three target populations; the relatively small number of individuals
and organizations involved in designing assessments for technological
literacy; and the absence of research literature in this area. And as noted,
only a few of the instruments under review were designed explicitly to
assess technological literacy in the first place.

No single
instrument struck

the committee
as completely
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task of assessing

technological
literacy.
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TABLE 5-1 Technological-Literacy-Related Assessment Instruments

Frequency of
Name Developer Primary Purpose Administration

K–12 Students

Assessment of Schools Examinations and Curriculum development Once in 1989.
Performance in Design Assessment Council, and research.
and Technology London

Design Technology International Student achievement Regularly since 2003.
Baccalaureate (part of qualification for
Organization diploma).

Design-Based Science David Fortus, University Curriculum development Once in 2001–2002.
of Michigan and research.

Design Team Washington State Assess students’ Unknown.
Assessments for University knowledge, performance,
Engineering Students and evaluation of the

design process; evaluate
student teamwork and
communication skills.

Future City Competition National Engineers Week To help rate and rank Annually since 1992.
—Judges Manual design projects and

essays submitted to the
Future City Competition.

ICT Literacy Educational Testing Service Proficiency testing. Launched in early 2005.
Assessmenta

Illinois Standards Illinois State Board of Measure student Annually since 2000.
Achievements Test— Education achievement in five areas
Science and monitor school

performance.

Industrial Technology Michael Allen Hayden, Assess the level of Once in 1989 or 1990.
Literacy Testb Iowa State University industrial-technology

literacy among high
school students.

Infinity Project Pretest Geoffrey Orsak, Basic aptitude (pretest) Ongoing since 1999.
and Final Test Southern Methodist and student performance.

University

Information Technology International Student evaluation. Semiannually at the
in a Global Society Baccalaureate standard level since 2002;

Organization higher-level exams will be
available in 2006.

Massachusetts Massachusetts Monitor individual Annually since 1998.
Comprehensive Department of Education student achievement,
Assessment Systems— gauge school and district
Science and Technology/ performance, satisfy

continued
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TABLE 5-1 Continued

Frequency of
Name Developer Primary Purpose Administration

Engineering requirements of No
Child Left Behind Act.

Multiple Choice G.S. Aikenhead and Curriculum evaluation Once in September
Instrument for A.G. Ryan, University of and research. 1987–August 1989.
Monitoring Views on Saskatchewan
Science-Technology-
Society Topics

New York State State Education Curriculum improvement Unknown.
Intermediate Assessment Department/State and student evaluation.
in Technologyb University of New York

Provincial Learning Saskatchewan Education Analyze students’ Once in 1999.
Assessment in technological literacy to
Technological Literacyb improve their

understanding of the
relationship between
technology and society.

Pupils’ Attitudes Toward E. Allen Bame and Assess student attitudes Dozens of times in many
Technology (PATT-USA)b William E. Dugger, Jr., toward and knowledge countries since 1988.

Virginia Polytechnic of technology.
Institute and State
University; Marc J.
de Vries, Eindhoven
University

Student Individualized Rodney L. Custer, Develop a model to Unknown.
Performance Inventory Brigitte G. Valesey, and assess the problem-

Barry N. Burke, with solving capabilities of
funding from the Council students engaged in
on Technology Teacher design activities.
Education, International
Technology Education
Association, and the
Technical Foundation of
America

Survey of Technological Ta Wei Le, et al., Curriculum development Once in March 1995.
Literacy of Elementary National Taiwan Normal and planning.
and Junior High School University
Studentsb

Test of Technological Abdul Hameed, Ohio Research. Once in April 1988.
Literacyb State University

TL50: Technological Michael J. Dyrenfurth, Gauge technological Unknown.
Literacy Instrumentb Purdue University literacy.

WorkKeys—Applied American College Measure job skills and Multiple times since 1992.
Technologyc Testing Program workplace readiness.
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K–12 Teachers

Engineering K–12 Center American Society for Inform outreach efforts Continuously available.
Teacher Survey Engineering Education to K–12 teachers.

Praxis Specialty Area Educational Testing Teacher licensing. Regularly.
Test: Technology Service
Educationa

Out-of-School Adults

Armed Services U.S. Department of Assess potential of Ongoing in its present
Vocational Aptitude Defense military recruits for job form since 1968.
Battery specialties in the armed

forces and provide a
standard for enlistment.

Awareness Survey on North Carolina Citizens’ Research on public Once in 2001.
Genetically Modified Technology Forum involvement in decision
Foods Project Team making on science and

technology issues.

Eurobarometer: European Union Monitor changes in public Surveys on various topics
Europeans, Science and Directorate General for views of science and conducted regularly since
Technology Press and technology to assist 1973; this poll was

Communication decision making by policy conducted in May/June
makers. 2001.

European Commission Gallup Organization of Monitor public opinion Periodically since 1973;
Candidate Countries Hungary on science and this survey was
Eurobarometer: Science technology issues of administered in 2002.
and Technology concern to policy makers.

Gallup Poll on What International Technology Determine public Twice, in 2001 and 2004.
Americans Think About Education Association knowledge and
Technologyb perceptions of

technology to inform
efforts to change and
shape public views.

Science and Technology: National Science Board Monitor public attitudes, Biennially from 1979
Public Attitudes and knowledge, and interest to 2001.
Public Understanding in science and technology

issues.

aAlso administered to community and four-year college students.
bDesigned explicitly to measure some aspects of technological literacy.
cAlso used in community college and workplace settings.

TABLE 5-1 Continued

Frequency of
Name Developer Primary Purpose Administration
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Mapping Existing Instruments to the
Dimensions of Technological Literacy

Only about one-third of the instruments collected were devel-
oped with the explicit goal of measuring technological literacy. Only two
or three of these were designed with the three dimensions of technological
literacy spelled out in Technically Speaking in mind. Nevertheless, the
committee found the three dimensions to be a useful lens through which
to analyze all of the instruments. When viewed this way, some instru-
ments and test items appeared to be more focused on teasing out the
knowledge component than testing capability. Others were more focused
on capability or critical thinking and decision making. In some cases, the
instruments and items addressed aspects of two or even all three dimen-
sions of technological literacy.

Knowledge Dimension

Every assessment instrument examined by the committee as-
sumed some level of technological knowledge on the part of the person
taking the test or participating in the poll or survey. Because the three
dimensions are interwoven and overlapping (see Chapter 2), even assess-
ments focused on capability or ways of thinking and acting tap into
technological knowledge. The committee did not undertake a precise
count but estimated that one-half to three-quarters of the assessment
instruments were mostly or entirely designed to measure knowledge.

The knowledge dimension is evident in the handful of state-
developed assessments, which are designed to measure content standards
or curriculum frameworks that spell out what students should know and
be able to do at various points in their school careers. Massachusetts
and Illinois, for example, have developed assessments that measure tech-
nological understanding as part of testing for science achievement. The
Massachusetts Comprehensive Assessment System (MCAS) science as-
sessment instrument (MDE, 2005a,b) reflects the addition in 2001 of
“engineering” to the curriculum framework for science and technology
(MDE, 2001). In the 2005 science assessment, 9 of the 39 5th-grade
items and 10 of the 39 8th-grade items targeted the technology/
engineering strand of the curriculum. In the 5th-grade test, 6 of the
9 questions were aligned with state standards for engineering design;
the others were aligned with standards for tools and materials. Questions
in the 8th-grade exam were related to standards for transportation,

Every
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technological

knowledge.
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construction, bioengineering, and manufacturing technologies; engineer-
ing design; and materials, tools, and machines.

Multiple-choice items that are well crafted can elicit higher order
thinking. The 2002 8th-grade MCAS, for example, included the follow-
ing item:

An engineer designing a suspension bridge discovers it will
need to carry twice the load that was initially estimated. One
change the engineer must make to her original design to
maintain safety is to increase the

A. length of wires in tension
B. diameter of wires in tension
C. height of support towers
D. length of the bridge

To arrive at the suggested correct answer (B), students must be
able to define “load” and “tension” in an engineering context. But they
must also make the connection between the diameter and strength of the
load-bearing structure (the wire in this case). A student would be more
likely to be able to answer this question if he or she had participated in
design activities in the classroom, such as building a bridge and testing it
for load strength.

Open-ended questions can also probe higher-order thinking skills.
Although these kinds of questions are more time consuming to respond to
and more challenging to score, they can provide opportunities for test
takers to demonstrate deeper conceptual understanding. To assess stu-
dents’ understanding of systems, for instance, a question on the New York
State Intermediate Assessment in Technology requires that students fill in
a systems-model flow chart for one of four systems (a home heating
system, an automotive cooling system, a residential electrical system, or a
hydroponic growing system).

Recent versions of the Illinois science assessment (ISBE, 2003)
were developed with the Illinois Learning Standards in mind (ISBE,
2001a,b). The standards spell out learning goals related to technological
design and relationships among science, technology, and society (STS).
Of the 70 multiple-choice items on the 2003 assessment, 14 were devoted
to STS topics, and 14 were devoted to “science inquiry,” which includes
technological design. As in the Massachusetts assessment, design-related
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items required that students demonstrate an understanding of the design
process, although they were not asked to take part in an actual design task
as part of the test.

Even when learning standards are the basis for the assessment
design, the connection between the standards and individual test items is
not always clear. A sample question for the 4th-grade Illinois assessment,
for instance, asks students to compare the relative energy consumption of
four electrical appliances. The exercise is intended to test a standard that
suggests students should be able to “apply the concepts, principles, and
processes of technological design.” However, the question can be an-
swered without knowing the principles of technological design.

The Illinois State Board of Education has devised a Productive
Thinking Scale (PTS) by which test developers can rate prospective test
items according to the degree of conceptual skill required to answer them
(Box 5-1). Similar in some ways to Bloom’s taxonomy (Bloom et al.,
1964), PTS is specifically intended to be used for developing multiple-
choice items. The state tries to construct assessments with most questions
at level 3 or level 4; level 1 items are omitted completely; level 2 questions
are used only if they address central concepts; level 5 items are used
sparingly; and level 6 items are not used because the answers are indeter-
minate. Level 4, 5, and 6 items seem likely to encourage higher order
thinking. Although PTS is used for the development of science assess-
ments, the same approach could be adapted to other subject areas, includ-
ing technology.

BOX 5-1 Productive Thinking Scale

Content Knowledge
Level 1: Recall of conventional uses, such as

names or vocabulary
Level 2: Reproduction of empirical facts or

effects
Level 3: Reproduction of empirical theories

or causes
Level 4: Production of one-step problem

solving
Level 5: Production of multistep problem

solving
Level 6: Creation of new theory

Process Knowledge
Level 1: Recall of conventional uses, such as

norms or units
Level 2: Reproduction of research sequences

or instruments
Level 3: Reproduction of methodological

reasons
Level 4: Production of research designs for

single-variable control
Level 5: Production of research designs for

multivariable control
Level 6: Creation of new methods

Source: ISBE, 2003.
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From 1977 through 1999, the federal National Assessment of
Educational Progress (NAEP) periodically asked 13- and 17-year-olds
the same set of science questions as part of an effort to gather long-term
data on achievement. The committee commissioned an analysis of re-
sponses to the few questions from this instrument that measure techno-
logical understanding (Box 5-2).

The Canadian Provincial Learning Assessment in Technologi-
cal Literacy, an instrument administered in 1999 in Saskatchewan, in-
cludes a number of items intended to test 5th-, 8th-, and 11th-graders’
conceptions of technology and the effect of that understanding on re-
sponsible citizenship, among other issues (Saskatchewan Education, 2001).
Student achievement was measured in five increasingly sophisticated

BOX 5-2 Selected Data from the NAEP Long-Term Science Assessment, 1977–1999

In 1985, responses to technology-related questions in the 1976–1977 and 1981–1982 NAEP long-
term science assessment were analyzed as part of a dissertation study (Hatch, 1985). The analysis included
more than 50 questions common to assessments of 13- and 17-year-olds that met the author’s definition
of technological literacy. In later editions of the test, which involved about 16,000 students, many of these
questions were dropped. As part of its exploration of this “indirect” assessment of technological literacy,
the committee asked Dr. Hatch to analyze data from all five times the test was administered, the most
recent in 1999. Among the 12 questions common to both age groups, two were of particular interest to
the committee:

• Would installing storm windows and insulation in your home help to save resources?
In 1977, 94 percent of 17-year-olds and 92 percent of 13-year-olds answered “yes.”
In 1999, only 65 and 53 percent, respectively, answered “yes.”

• What happens to the sulfur dioxide released by a factory’s smoke stack?
In 1977, only 31 percent of 17-year-olds and 20 percent of 13-year-olds chose the correct
answer, “The sulfur dioxide eventually falls back to Earth as acid rain.”
By 1999, the percentage of correct answers had jumped to 68 percent for 17-year-olds and
54 percent for 13-year-olds.

It is impossible to state with confidence the reasons for the dramatic changes in students’ apparent
understanding of the benefits and negative consequences of technology use. The differences undoubtedly
have something to do with changes in government and private-sector concerns about energy use and air
pollution over this span of time.

This example illustrates why items that mention specific technologies must be periodically reviewed
for currency. Because storm windows have largely been replaced by double- or triple-glazed windows, a
student faced with this same question today might not be able to answer it, simply because she did not
understand what was being asked.

More important, from the committee’s perspective, this example illustrates the potential value of
time-series data for tracking changes in technological literacy.

SOURCE: Hatch, 2004.
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levels according to a rubric developed by a panel of teachers, business
leaders, parents, students, and others. Students who cited computers as
the only example of technology, for instance, were classified at the lowest
level. Students who had a more comprehensive understanding of technol-
ogy as artifacts made by people to extend human capabilities scored
significantly higher (Figure 5-1).

A great many of the knowledge-focused assessments reviewed by
the committee relied heavily on items that required test takers to recall
facts or define terms. Although knowledge of certain facts and terminol-
ogy is essential to the mastery of any subject, this type of item has a major
drawback because it does not tap into deeper, conceptual understanding.
The following question from an assessment intended for high school
students is illustrative (Hayden, 1989).

A compact disk can be used to store:

A. numbers
B. music
C. pictures
D. language
E. all of the above

FIGURE 5-1 Level 5
exemplar of eighth-
grade student
responses to a
question about
technology,
Saskatchewan 1999
Provincial Learning
Assessment in
Technological
Literacy. Source:
Saskatchewan
Education, 2001.
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In this question, the suggested correct answer is E, all of the
above. One might disagree with the wording of the answers (e.g.,
is “language” or the printed word stored on a CD?). But the significant
issue is that the question focuses on the superficial aspects of CD
technology rather than the underlying concepts, such as that information
can take multiple forms and that digitization facilitates the storage,
retrieval, and manipulation of data. A correct answer does little more
than demonstrate a familiarity with some of the capabilities of one type of
data-storage device. Although there is a place in assessments for testing
factual knowledge, questions of this type could easily dominate an assess-
ment given the number of technologies about which one might reason-
ably ask questions. In addition, because of the pace of technological
development, narrowly targeted items may quickly become obsolete as
one technology replaces another.

Nearly one-third of the 100 items in the Pupils’ Attitude Toward
Technology instrument address the knowledge dimension of technologi-
cal literacy. The assessment, developed in the 1980s by a Dutch group
headed by Marc de Vries, has been used in many countries, including the
United States (Bame et al., 1993). The test includes statements with
which students are asked to indicate agreement or disagreement. The
statements deal with basic and important ideas about the nature of tech-
nology, such as the relationship between technology and science, the
influence of technology on daily life, and the role of hands-on work in
technological development.

High school students and out-of-school adults considering en-
tering the military can choose to take the Armed Services Vocational
Aptitude Battery (ASVAB). The ASVAB has eight sections, including
items on auto and shop knowledge, mechanics, and knowledge of elec-
tronics. Sample items in ASVAB test-preparation books require mostly
technical rather than conceptual understanding (e.g., Kaplan, 2003). This
reflects the major purpose of the test, which is to identify individuals
suited for specialty jobs in the armed forces. ASVAB is notable because it
is an online, “adaptive” testing option for adult test takers. In adaptive
testing, a right or wrong answer to a question determines the difficulty of
the next question.

A group of engineering schools, the Transferable Integrated De-
sign Engineering Education Consortium, has developed an instrument
for testing knowledge of the design process (TIDEE, 2002). This is the
only assessment in the committee’s analysis explicitly intended for college
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as one technology
replaces another.
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students. The Design Team Knowledge Assessment, parts of which are
completed by individuals and parts of which are completed by teams,
consists of extended-response and essay questions.

The Praxis Specialty Area Test for Technology Education was
designed to assess teachers’ knowledge (ETS, 2005). Seventy percent of
the 120 multiple-choice questions on the exam address knowledge
of specific categories of technology (e.g., information and communica-
tion, construction); the remaining items test familiarity with pedagogical
concepts. The focus on specific technologies reflects the historical roots of
technology education in industrial arts. According to Educational Testing
Service, the Praxis test is being “aligned” more closely with the ITEA
Standards for Technological Literacy to reflect a less vocational, more aca-
demic and engineering-oriented view of technology studies.

The following sample item from the Praxis test highlights another
potential shortcoming of items that assess only factual knowledge.

The National Standards for Technology Education pub-
lished in 2000 by the International Technology Education
Association are titled:

A. A Conceptual Framework for Technology
B. Standards for Technological Literacy
C. Technology Education: The New Basic
D. Technology for All Americans
E. The Technology Teacher

In this example, the suggested correct answer is B, Standards for Techno-
logical Literacy. A stickler might point out that the full title of the ITEA
document is Standards for Technological Literacy: Content for the Study of
Technology, which means that none of the answers is correct. More impor-
tant, however, the value of demonstrating knowledge of the title of this
document is not evident. An item that tests a prospective teacher’s knowl-
edge of the contents of the standards would have greater value.

In adult populations, assessment instruments tend to take the
form of surveys or polls, and the test population is typically a small,
randomly selected sample of a larger target population. Two attempts to
gather information about what American adults know and think about
technology in 2001 and 2004 were public opinion polls conducted for
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ITEA by the Gallup organization (ITEA, 2001, 2004). Six questions
from the 2001 survey were repeated in the 2004 poll, including two in the
knowledge dimension. One was an open-ended question intended to
elicit people’s conceptions of technology, the vast majority of which were
narrowly focused on computers. The second, a multiple-choice question,
was intended to assess people’s knowledge of how everyday technologies,
such as portable phones, cars, and microwave ovens, function. Nearly half
of the respondents thought, incorrectly, that there was a danger of electro-
cution if a portable phone were used in the bathtub. One knowledge-
related question that appeared only in the 2001 poll was intended to assess
people’s conceptions of design, but the bulk of the questions (17 in 2001
and 16 in 2004) were focused on attitudes and opinions about technology
and technological literacy.

For more than 20 years, the National Science Board (NSB)
sponsored the work of Jon Miller in the development of a time series of
national surveys to measure the public understanding of and attitudes
toward science and technology. The summary results of these surveys were
published in a series of reports called Science and Engineering Indicators
(NSB, 1981, 1983, 1986, 1988, 1990, 1992, 1994, 1996, 1998, 2000), and
more detailed analyses were published in journals and books (Miller, 1983a,b,
1986, 1987, 1992, 1995, 1998, 2000, 2001, 2004; Miller and Kimmel,
2001; Miller and Pardo, 2000; Miller et al., 1997). Questions about the
operating principle of lasers and the role of antibiotics in fighting disease
illustrate the kinds of technology-oriented items included in this series.

Adults have also been surveyed about their technology savvy for
more specific purposes. In 2001, for example, researchers at North Caro-
lina State University administered a 20-question, multiple-choice test to
45 people taking part in an experimental “citizens’ consensus conference”
on genetically modified foods. Questions focused on participants’ under-
standing of the purposes, limits, and risks of genetic engineering. Al-
though this test was not reviewed by the committee, some of the same
researchers were involved more recently in the development of a test to
assess adult knowledge of and attitudes toward nanotechnology (Cobb
and Macoubrie, 2004).

Capability Dimension

One of the distinguishing characteristics of technological literacy
is the importance of “doing.” Described in Technically Speaking as the
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“capability” dimension, doing includes a range of activities and abilities,
including hands-on tool skills and, most significantly, design skills. The
ITEA Standards for Technological Literacy suggests that K–12 students
should understand the attributes of design and be able to demonstrate
design skills. Using an iterative design process (see Figure 3-1) to identify
and solve problems provides insights into how technology is created that
cannot be gained any other way.1 The problem-solving nature of design,
with its cognitive processes of analysis, comparison, interpretation, evalu-
ation, and synthesis, also encourages higher order thinking.

Assessing technology-related capability is difficult, however. For
one thing, little is known about the psychomotor processes involved. In
addition, the cost of developing and administering assessments that in-
volve students in design activities tends to be prohibitive, at least for large-
scale assessments, because of the time and personnel required. However,
the committee believes there are some promising approaches to measuring
design and problem-solving skills that avoid some of these time
and resource constraints. (These approaches are discussed in detail in
Chapter 7.)

Many attempts have been made to develop standardized instru-
ments for capturing design behavior in educational settings. Custer,
Valesey, and Burke (2001) created the Student Individualized Perfor-
mance Inventory (SIPI), which tests four dimensions: clarification of the
problem and design; development of a plan; creation of a model/proto-
type; and evaluation of the design solution. A student’s performance in
each dimension is rated as expert, proficient, competent, beginner, or
novice. SIPI has been used several times for research purposes (Rodney
Custer, Illinois State University, personal communication, May 5, 2005).

Problem solving in a technological context is the focus of the
American College Testing (ACT) WorkKeys applied technology assess-
ment, which is intended to help employers compare an individual’s work-
place skills with the skills required for certain technology-intensive jobs.
The 32 multiple-choice test items present real-world problems ranging in
difficulty from simple to highly complex. Sample items on the ACT
website (http://www.act.org/workkeys/assess/tech/) require test takers to

1A similar argument has been made about the role of inquiry in science. Content
standards for K–12 science education (AAAS, 1993; NRC, 1999), for example, stress
the importance of students doing “inquiry-based” science projects, in large part be-
cause such activities are thought to convey the techniques and thinking processes of
real scientists.
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decide on the placement of a thermostat in a greenhouse; safely place a
load on a trailer pulled by a pickup truck; troubleshoot a bandsaw that will
not turn on; and diagnose a hydraulic car lift that is malfunctioning.
Multiple-choice tests of capability must be interpreted cautiously, how-
ever. A test taker who picks the correct “solution” to a problem-solving
task in the constrained environment of multiple choice may not fare nearly
as well in an open-ended assessment, where potential solutions may not be
spelled out, or in the real world, where the ability to work with tools and
materials may come into play. Assessment of capability is one area where
computer-based simulation may play a useful role (see Chapter 7).

In the United Kingdom, design and technology have been a
mandatory part of the pre-college curriculum since 1990. To test students’
design skills, the Assessment of Performance in Design and Technology
project developed a 90-minute paper-and-pencil assessment based on
carefully tested design tasks intended to measure design capabilities, com-
munication skills, and conceptual understanding of materials, energy, and
aesthetics. The assessment was administered to a sample of 10,000 15-
year-olds in the United Kingdom in the late 1980s (Kimbell et al., 1991).
A small subset of the 10,000 also completed a half-day collaborative
modeling exercise, and a subset of these students took part in a design
activity that lasted for several months. The research team also developed a
rubric for calculating an overall (holistic) score and subtest scores for each
student. Figure 5-2 shows an example of a highly rated design effort
(holistic score of 5 on a scale of 0 to 5). The rubric has since been adapted
for use in assessments of student-selected design and technology projects
throughout the United Kingdom.

The British design and technology curriculum centers on doing
“authentic” design tasks, activities that represent a believable and—for the
student—meaningful challenge. Children in the early grades might be
asked to devise a bed for a favorite stuffed animal; children in the middle
grades might design a temperature-controlled hutch in which to keep the
class rabbit; older students might develop an all-terrain skateboard or an
automatic fish feeder for an aquarium.

From an assessment standpoint, performance on the designing
and making activity—from the articulation of a design brief to the review
of a working prototype—is of primary interest in the United Kingdom.
This means that specific knowledge, specific capabilities, and specific
ways of critical thinking and decision making are relevant only insofar as
they advance a student’s design work. In the British model for assessing
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FIGURE 5-2 Drawings, models, and final product from a design project for an all-terrain skateboard
developed by a 17-year-old student at Saltash Community School in Cornwall, England. The student
lived on a farm with no hard surfaces suitable for a traditional skateboard. (a) early-stage concept
sketch, (b) Lego model, (c) detail sketch, component of final steering mechanism, (d) completed
skateboard, and (e and f, facing page) late-stage concept sketches, steering mechanism.

a

b

c

d
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technological literacy, there is almost no interest in determining what
students know, independent of specific design challenges. However, there
is considerable interest in how students use their knowledge, whether
they recognize when they are missing key information, and how skillfully
they gather new data. In the end, how well or poorly a student scores in
the assessment process is a function of how well his or her performance
aligns with the elements of good design practice.

In contrast, in the United States, curriculum in technology, as in
most subjects, is centered on the acquisition of specific knowledge and
skills. Although design activities may be used to reinforce or aid students
in the acquisition of certain concepts and capabilities, performance on a
design task is not usually the primary basis for assessment. Instead,
assessments are based mostly on content standards, which represent
expert judgments about the most important knowledge and skills for
students to master.

The committee found a great deal to commend the British ap-
proach to assessing design-related thinking. For one thing, the design-
centered method much more closely mimics the process of technology
development in the real world and seems likely to promote higher order
thinking. Engineers and scientists in industry or in academic or govern-
ment laboratories identify and then attempt to solve practical problems
using some version of an iterative design methodology. This is a fairly
open-ended process, at least at the beginning. For another thing, the
design-centered method of assessment reinforces many key notions in
technology that cannot easily be taught any other way. The ideas that
design always involves some degree of uncertainty and that no human-
designed product is without shortcomings are more likely to be under-
stood at a deeper level by someone who has engaged in an authentic
design challenge than by someone who has not.

The Saskatchewan Education 1999 Provincial Learning Assess-
ment in Technological Literacy required that students demonstrate capa-
bility in two areas: (1) the use of information technology; and (2) perfor-
mance on design-related tasks. Over a period of two to three hours,
students used word-processing software and an Internet Web browser,
adjusted controls on a clock radio to specified settings, conducted a
paper-and-pencil design task (a plan for a playground [grades 5 and 8]
and a plan for a small town [grade 8]), and built and tested multipart
devices (levers and balances [grade 5] and Lego model cars [grades 8 and
11]). Student performance was rated according to five performance levels
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that focused almost exclusively on the quality of the product rather than
the design process.

In 2001, the International Baccalaureate Organization (IBO)
began offering a Design Technology curriculum that emphasizes the use
of scientific information and “production techniques” to solve problems
(IBO, 2001). End-of-course assessments include three paper-and-pencil
exams that include a mixture of multiple-choice, short-answer, and
extended-response items. As part of their coursework, IB students also
take part in individual and group design projects. Teachers use a detailed
rubric to assess how well students meet expectations related to project
planning; data collection, processing and presentation; conclusions and
evaluation; manipulative skills; and personal skills.

The committee also reviewed the assessment component of the
Future City Competition, an annual extracurricular, design-related chal-
lenge available to K–12 students as part of National Engineers Week
(http://www.new.org). The Future City Competition encourages teams of
middle-school students to design a city using Sim City™ software and,
separately, to build a small, model city that satisfies the theme of the
contest for that year. The computer-design entries are judged by volun-
teers with varied backgrounds, including engineering. The score sheet for
the computer-designed city includes whether the city design incorporates
certain features, such as transportation and recreation. The score sheet for
the built model assigns points for creativity, accuracy and scale, transpor-
tation, a moving-part component, and attractiveness.

The committee found no instruments that required teachers to
demonstrate the kind of technological capability envisioned in Technically
Speaking and broadened by the committee to include design-related skills.
The ACT WorkKeys assessment was the only instrument that targeted
technological capability in out-of-school adults, although it is also used in
K–12 schools and community colleges. Undoubtedly, there are other
assessments that test technical proficiency or skill in job-specific areas,
such as computer-network administration or computer numerically con-
trolled milling. But these assessments are beyond the scope of this project.

Critical-Thinking and Decision-Making Dimension

The critical thinking and decision-making dimension of techno-
logical literacy suggests a process that includes asking questions, seeking
and weighing information, and making decisions based on that
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information. Critical thinking is a form of higher order thinking that has
historical roots dating back to the Greek philosophers. The National
Council for Excellence in Critical Thinking Instruction defines critical
thinking this way (Paul and Nosich, 2004):

Critical thinking is the intellectually disciplined process of actively and
skillfully conceptualizing, applying, analyzing, synthesizing, or evaluating
information gathered from, or generated by, observation, experience,
reflection, reasoning, or communication, as a guide to belief and action.

Critical thinking and decision making may be the most cognitively
complex dimension of technological literacy. Not only does it require
knowledge related to the nature and history of technology and the role of
engineers and others in its development, it also requires that individuals be
aware of what they do not know so they can ask meaningful questions and
educate themselves in an appropriate manner.

The committee found very few assessments that addressed this
aspect of technological literacy. One of them was the assessment for
Information in a Global Society, a program of study developed by IBO,
which includes a two-hour-long paper-and-pencil exam with several open-
ended questions. The 2002 assessment included questions related to the
use of school identification cards, the development of an online business,
Web publishing, Web-based advertising, and video camera surveillance in
public spaces. As part of each question, students were asked to discuss and
weigh the importance of the social and/or ethical concerns raised by the
use of that technology. Examiners used a rubric-like marking scheme to
score this part of the assessment.

The Saskatchewan Education 1999 Provincial Learning Assess-
ment in Technological Literacy also addressed critical thinking by requir-
ing that students make and defend decisions concerning the uses and
management of technology. Eighth- and 11th-grade students, for in-
stance, watched a videotaped drama involving a union leader, Ed, who
was forced to decide between retaining jobs for his fellow employees and
supporting an expensive solution to his company’s waste-disposal prob-
lem. The open-ended assessment asked students to decide which option
Ed should select and to discuss how difficult societal issues like this might
be solved.

Critical thinking
and decision

making may be
the most

cognitively
complex

dimension of
technological

literacy.
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Attitudes Toward Technology

As noted in Chapter 2, a person’s attitudes toward technology
can provide a context for interpreting the results of an assessment. The
committee found that assessments of general, or public, literacy related to
technology tend to focus on people’s awareness, attitudes, beliefs, and
opinions rather than on their knowledge, capabilities, or critical think-
ing skills.

Assessments conducted periodically over an extended period of
time can track changes in public views on specific issues, such as the use
of nuclear power or the development of genetically modified foods. This is
one purpose of the data available in Science and Engineering Indicators
published by NSB, which address attitudes toward federal funding of
scientific research, as well as specific topics, such as biotechnology and
genetic engineering, space exploration, and global warming. They also
reveal a good deal about people’s beliefs, as distinct from their attitudes.
For instance, in 2004, the Indicators focused on the belief in various
pseudosciences, such as astrology (NSB, 2004). Recent versions of the
NSB reports have compared the attitudes or beliefs of Americans with
those of citizens of other countries.

Assessment of attitudes, beliefs, and opinions are often used by
government decision makers and others to gauge the effectiveness of
public communication efforts or the need for new policies. In the case
of technology, measuring attitudes can provide insights into the level of
comfort with technology; the role of the public in the development of a
technology; and whether public concerns about technology are being
heard by those in positions of power. In order to communicate risk
effectively, it is necessary to understand the attitudes of those who are
being warned (Morgan et al., 2002). The Eurobarometer surveys, for
example, which are conducted periodically in the European Union, at-
tempt to measure public confidence in certain technologies, such as the
Internet, genetically modified foods, fuel-cell engines, and nanotechnology.
Eurobarometer surveys typically involve about 1,000 people (15 and older)
in each member country (currently 25 countries).

The American Association for Engineering Education (ASEE,
2005) developed the Survey of Teachers’ Attitudes About Engineering, an
online assessment instrument for gauging the views of K–12 teachers
about engineering, engineers, and engineering education (Box 5-3). ASEE
plans to use the results of this survey, which includes 44-multiple-choice

Measuring
attitudes can
provide insights
into the level of
comfort with
technology.
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BOX 5-3 Survey of Teachers’ Attitudes Toward Engineering

Examples of Attitudinal Statementsa

Engineers spend a lot of time working alone.
Engineering has a large impact on my life.
A basic understanding of technology is important for understanding the world around us.
Engineers need to be good at thinking creatively.

aResponses are measured on a five-part Likert scale: strongly agree, agree, neutral, disagree,
strongly disagree.

Source: ASEE, 2005.

questions, to improve its outreach efforts to the K–12 education commu-
nity. As of spring 2005, about 400 teachers had taken the survey. Re-
sponses are scored on a five-part Likert scale (strongly agree, agree,
neutral, disagree, strongly disagree).

The Boston Museum of Science, home to the National Center
for Technological Literacy (http://www.mos.org/doc/1505/), has
developed several instruments intended to elicit student and teacher con-
ceptions (and misconceptions) of engineering and technology (Christine
Cunningham, Boston Museum of Science, personal communication,
May 10, 2005). Based on the Draw a Scientist Test (Finson, 2002), the
museum’s “What Is Technology?” test and the “What Is Engineering?”
test ask students to look at 16 pictures accompanied by short descriptions
and select the ones that express their ideas about technology or engineer-
ing. The museum uses similar tests with teachers who take part in its
Engineering Is Elementary Program.

Not all attitudinal assessments or surveys target adults. Views on
Science, Technology, and Society (VOSTS), for example, was developed
by researchers at the University of Saskatchewan and administered to
some 700 Canadian high school students in the early 1990s. The purpose
of the assessment was to eliminate ambiguities in student interpretations
of multiple-choice questions (Aikenhead and Ryan, 1992). The develop-
ers of the 114 VOSTS items relied heavily on student essays and interview
responses in developing position statements about science and technol-
ogy; scientists; and the nature and development of scientific and techno-
logical knowledge. The questionnaire reflects the entire range of students’
views. Because there are no obviously wrong answers, students chose the
answer that most closely reflected their views (Box 5-4).
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BOX 5-4 Views on Science, Technology, and Society

Sample Question

When a new technology is developed (for example, a better type of fertilizer), it may or may not be put
into practice. The decision to use a new technology depends on whether the advantages to society
outweigh the disadvantages to society.

Your position, basically: (Please read from A to G, and then choose one.)

A. The decision to use a new technology depends mainly on the benefits to society, because if there are
too many disadvantages, society won’t accept it and may discourage its further development.

B. The decision depends on more than just the technology’s advantages and disadvantages. It depends on
how well it works, its cost, and its efficiency.

C. It depends on your point of view. What is an advantage to some people may be a disadvantage to
others.

D. Many new technologies have been put into practice to make money or gain power, even though their
disadvantages were greater than their advantages.

E. I don’t understand.
F. I don’t know enough about this subject to make a choice.
G. None of these choices fits my basic viewpoint.

BOX 5-5 Pupils’ Attitudes Toward Technology (PATT)

Sample Attitudinal Statementsa

Technology is as difficult for boys as it is for girls.
I would rather not have technology lessons at school.
I would enjoy a job in technology.
Because technology causes pollution, we should use less of it.

aResponses given on a five-part Likert scale: agree, tend to agree, neutral, tend to disagree, disagree.

The attitudes portion of the Pupils’ Attitudes Toward Technol-
ogy instrument consists of 58 statements and a five-part Likert scale for
responses. Each item is related to a student’s interest in technology,
perception of technology and gender, perception of the difficulty of tech-
nology as a school subject, perception of the place of technology in the
school curriculum, and ideas about technological professions (Box 5-5).

Filling the Assessment Matrix

The conceptual matrix proposed in Chapter 2 is intended as
guidance for assessment developers. The matrix can be made less theoretical
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by filling the 12 cells with examples of assessment items that address the
content and cognitive specifications of each cell. To this end, the commit-
tee reviewed the items in the portfolio of collected assessment instruments
to identify those that might fit into the matrix (Table 5-2). For instance,
the committee found questions that might be placed in the cell in the
upper left-hand corner of the matrix representing the cognitive dimension
of knowledge and the content domain related to technology and society.

Some of the items fit the cells better than others, and, because
they come from different sources, the style of question and target popula-
tions vary. Of course, one would not use this piecemeal approach to design
an actual assessment, and the quality of most of the selected items is not
nearly as high as for the items one would devise from scratch. Neverthe-
less, this exercise demonstrates the potential usefulness of a matrix and
gives the reader a sense of the scope of the cognitive and content dimen-
sions of an assessment of technological literacy.
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Table 5-2 begins on next page.
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TABLE 5-2 Assessment Matrix for Technological Literacy with Items from
Selected Assessment Instruments

Technology and Society Design

Knowledge In the late 1800s the railroad was built Marcus designed a television stand like
across Canada. What effects did this the one shown below for his family.
have on life in Saskatchewan?
A. More people settled in

Saskatchewan.
B. The natural landscape of

Saskatchewan changed significantly.
C. The weather of Saskatchewan

changed.
D. A and B
E. All of the abovea

What impact (or effects) do people
living longer have?
A. The development of new business

enterprises to look after the wants
and needs of the elderly.

B. People are happier and there is no
real impact on society. His father is worried that the stand

C. More taxes are collected to provide could tip over. Look at the
care for the elderly. measurements in the drawing.

D. A and C. How can Marcus improve the design so
E. All of the aboveb the stand would be less likely to tip over?

A. Make the base wider.
Someone concerned about the B. Make the stand taller.
environment would prefer to buy C. Make the top narrower.
A. Drinks in glass bottles D. Use a different material.d

B. Eggs in a plastic carton
C. Boxes covered with wax paper If you were designing a product that has
D. Books made of nonrecycled paperc to be easily serviced, you would assemble

it with
A. welded joints
B. epoxy resin
C. rivets
D. threaded screwse

Capabilities Business and industry use technology in A group of young people have
a variety of ways. Sometimes the investigated the needs of people with
technology that is used has negative small gardens and decided to make a
results. The automobile industry makes floor and wall plant holder. They have
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Products and Systems Characteristics, Core Concepts, and Connections

Which of the following is a key factor that enables an Indicate whether you believe each item to be
airplane to lift? “definitely technology,” “might be technology,” “not
A. Air pressure beneath the wing is greater than that technology,” or “don’t know”

above the wing. 1. cup
B. Pressure within the airplane is greater than that of 2. telephone

the outside. 3. airplane
C. Engine power is greater than that of friction. 4. book
D. The plane’s wing is lighter than air.f 5.bridge

6. computer
Using a portable phone while in the bathtub creates 7. gun
the possibility of being electrocuted. (True or False)g 8. jeans

9. TV commercial
To find the depth of the ocean, some ships send a 10. clock
sound wave to the ocean floor and record the time it 11. trombone
takes to return to the detector. The kind of wave used 12. old stone axe
by this detector is the same as that used by 13. cheese
A. bats to detect objects in the dark. 14. deer
B. snakes to detect warm-blooded prey, such as mice. 15. cough medicine
C. police cars to detect the speed of motorists. 16. microwave
D. airports to detect the location of airplanes in 17. flower

the sky.h 18. restaurant
19. river

Which system would locate a lost person with the 20. house planj

appropriate signal sending devices?
A. Geographical information system (GIS) A bicycle is considered a complex machine because
B. Global positioning system (GPS) it is
C. Computer simulation system A. used to perform a task.
D. Robotics systemi B. made from natural materials.

C. made up of more than one simple machine.
D. complicated to build and repair.k

Technical developments and scientific principles are
related because:
A. Science and technology have identical

characteristics.
B. Technological innovations always precede a

scientific explanation.
C. Scientific discoveries always precede a scientific

explanation
D. Sometimes technical developments give scientists

something to explain and sometimes scientific
discoveries lead to technical development.

E. They are not related.l

(This assessment item requires a clock radio)
1) Set the time on the clock for 9:00 AM
2) If you hold the FWD down and count for

20 seconds, what is the new reading of the clock?
continued
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use of robotics for many reasons: to decided that the plant holder must be
create products that are uniform, to able to do the four things shown here.
ensure accuracy, to save time, and to Your task today is to take this idea and
perform dangerous tasks. develop it as far as you can in the time
—Identify and describe one positive available. Design a floor and wall plant
effect of robotics on manufacturing and holder that:
one negative effect of robotics on the a) stands on the floor or can be fixed to
employees in the automobile industry. a wall
—Why would a company use a b) stacks or links together so that they
technology even though it will have can be arranged in a variety of ways
negative effects?m c) has a rainwater drainage and storage

system
d) has a self-watering systemn

An igloo is a structure that is used for
survival in extremely cold environments
with snowstorms. The structure is
typically made of blocks of ice laid one on
another in order to form the shape of a
dome.
Describe how you would test this
structure to evaluate its ability to
withstand static and dynamic forces:
Describe how you would test this
structure to evaluate its thermal
insulation:o

Critical “Technology makes the world a better place to A new prototype for a refrigerator that
Thinking and live in!” contains a computer and has a computer
Decision Making Do you totally agree with the above statement? display screen mounted in its door has

Discuss in full detail, using specific examples, your been developed. The display screen uses
viewpoint on the impact and responsibilities touch-screen technology. As well as
involving technology and technological standard computer programs, the
developments.q computer runs a database on which the

user can maintain a record of the
When a new technology is developed (for refrigerator contents including sell-by.
example, a better type of fertilizer), it may or Explain three reasons for conducting
may not be put into practice. The decision to use market research before starting the
a new technology depends on whether the design of the new refrigerator-computer
advantages to society outweigh the disadvantages for sale in the global marketplace.t

to society.
Your position basically: Why would tightly closed windows be a
A. The decision to use a new technology depends good design choice in cold climates but

mainly on the benefits to society, because if not a good design choice in hot climates?u

there are too many disadvantages, society
won’t accept it and may discourage its further
development.

B. The decision depends on more than just the
technology’s advantages and disadvantages. It

TABLE 5-2 Continued

Technology and Society Design

Capabilities
(contd.)
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3) How many minutes did the clock reading advance?
4) Set the time of the clock for 9:00 AM
5) If you hold the FFWD down and count for

10 seconds what is the reading of the clock?
6) How many minutes did the clock reading advance?
7) Approximately how many times faster is the FFWD

than the FWD?
8) You are preparing to go to bed and have decided

you want to wake up at 6:30 AM and listen to the
radio for 2 hours straight while lying in bed.
Unfortunately the clock radio is located across the
room from your bed and you don’t want to get up
to adjust it in the morning. How can you preset the
clock radio the night before to meet your needs
for the next morning?p

Explain the benefits of using standards for mobile People have frequently noted that scientific research
phones.v has created both beneficial and harmful consequences.

Would you say that, on balance, the benefits of
On the internet, people and organizations have no scientific research have outweighed the harmful
rules to follow and can say just about anything they results, or have the harmful results of scientific
want. Do you think this is good or bad? Explain.w research been greater than its benefits?y

When you put food in a microwave oven, it heats up We always have to make trade-offs (compromises)
rapidly. On the other hand, when you hold an between the positive and negative effects of science.
barely warms at all. Give two reasons for this.x Your position basically:

There are always trade-offs between benefits and
negative effects:
A. because every new development has at least one

negative result. If we didn’t put up with the negative
results, we would not progress to enjoy the
benefits.

B. because scientists cannot predict the long-term
effects of new developments, in spite of careful
planning and testing. We have to take the chance.

C. because things that benefit some people will be
negative for someone else. This depends on a

Products and Systems Characteristics, Core Concepts, and Connections

continued
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depends on how well it works, its cost, and its
efficiency.

C. It depends on your point of view. What is an
advantage to some people may be a
disadvantage to others.

D. Many new technologies have been put into
practice to make money or gain power, even
though their disadvantages were greater than
their advantages.

E. I don’t understand.
F. I don’t know enough about this subject to

make a choice.
G. None of these choices fits my basic viewpoint.r

What do you think are the 3 most important
pieces of technology ever made?
—Why do you think the 3 items you listed above
are the most important?
—Explain how the first item you picked has
affected society.
—How did society influence the development of
the first item you picked?s

TABLE 5-2 Continued

Technology and Society Design

Critical
Thinking and
Decision Making
(contd.)

a1999 Provincial Learning Assessment in Technological Literacy, Saskatchewan Education. Student Test Booklet Day 1,
Sample A, page 8, question 24, Intended level: 8th grade.

b1999 Provincial Learning Assessment in Technological Literacy, Saskatchewan Education. Student Test Booklet Day 1,
Sample A, page 4, question 8. Intended level: 8th grade.

cIllinois Standards of Achievement Test–Science. Intended level: 4th grade students (page 37, question 59).
dMCAS Spring 2003 Science and Technology/Engineering. Intended level: grade 5, page 235, question 30.
eTest of Technological Literacy, Dissertation by Abdul Hameed, Ohio State University, 1988. page 173, question 9. Intended

level: 7th and 8th grade.
fTechnological Literacy of Elementary and Junior High School Students (Taiwan), question 55.
gITEA/Gallup Poll on Americans’ Level of Literacy Related to Technology. Table 11, page 5, March 2002. Intended level:

adults.
hIllinois Standards of Achievement Test–Science (page 19, question 4). Intended level: 4th grade students.
iInternational Baccalaurate: Information Technology in a Global Society.  Standard Level, Paper 1, N02/390/S(1), page 3,

question 4. Intended level: high school.
j1999 Provincial Learning Assessment in Technological Literacy, Saskatchewan Education. Student test booklet day 1,

Sample A, Part A, question 1. Intended level: 5th, 8th and 11th grade.
kMCAS Spring 2003 Science and technology/Engineering (page 233, question 26). Intended level: grade 5.
lThe Development and Validation of a Test of Industrial Technological Literacy (Hayden Dissertation), page 178,

question 33. Intended level: high school.
mNew York State Intermediate Assessment in Technology. Question 18. Intended level: 7th and 8th grade.
nAssessment of Performance in Design and Technology, The Final Report of the APU Design and Technology Project, 1985–

1991, figure 7.5, page 104. Intended Level: students aged 15 years.
oDesign-Based Science (Fortus Dissertation), Structures for extreme environments content test, question 19. Intended level:

9th and 10th grade.
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person’s viewpoint.
D. because you can’t get positive results without first

trying a new idea and then working out its negative
effects.

E. but the trade-offs make no sense. (For example:
Why invent labour saving devices which cause more
unemployment? or Why defend a country with
nuclear weapons which threaten life on Earth?)

There are NOT always trade-offs between benefits
and negative effects:
F. because some new developments benefit us

without producing negative effects.
G. because negative effects can be minimized through

careful planning and testing.
H. because negative effects can be eliminated through

careful planning and testing. Otherwise a new
development is not used.

I. I don’t understand.
J. I don’t know enough about this subject to make a

choice.
K. None of these choices fits my basic viewpoint.z

Products and Systems Characteristics, Core Concepts, and Connections

p1999 Provincial Learning Assessment in Technological Literacy, Saskatchewan Education. Performance station test, sample
B, performance station 3 clock radio, stage 4, page 9 (questions 1–8). Intended level: 8th grade.

q1999 Provincial Learning Assessment in Technological Literacy, Saskatchewan Education. Thread 2, page 33. Intended level:
11th grade.

rThe Development of a Multiple Choice Instrument for Monitoring Views on Science-Technology-Society Topics. Intended
Level: 12th grade.(80133).

s1999 Provincial Learning Assessment in Technological Literacy, Saskatchewan Education. Student Test Booklet Day 2,
Sample A, page 7, question 4a, b, c, d. Intended level: 8th grade.

tInternational Baccalaureate: Design Technology. Fall 2004 exam N04/DESTE/HP3/ENG/TZ0/XX, Higher Level, Paper 3,
page 12, question F4.

uDesign-Based Science (Fortus Dissertation). Structure for extreme environments content test, question 17. Intended level:
9th and 10th grade.

vInternational Baccalaureate: Design Technology. Fall 2004 exam N04/4/DESTE/HP3/ENG/TZ0/XX, page 20, question H4,
Higher Level, Paper 3.

w1999 Provincial Learning Assessment in Technological Literacy, Saskatchewan Education. Student Test Booklet Day 2,
Sample A, page 4, question 3e. Intended level: 8th grade.

xDesign-Based Science (Fortus Dissertation). Safer cell phones content assessment, page 6, question 16. Intended level: 9th
and 10th grade.

yNSF Indicators, Public Understanding of Science and Technology—2002, page 7–14, Appendix Table 7-18. Intended level:
adults.

zThe Development of a Multiple Choice Instrument for Monitoring Views on Science-Technology-Society Topics,
question 40311. Intended level: 12th grade.
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6
From Theory
to Practice:
Five Sample Cases

Much of the discussion about assessing technological
literacy in this report is by necessity general and
applicable to many different settings. But in the

real world, assessments must be done on a case-by-case basis, and each
assessment will be tailored to fulfill a specific purpose. Thus, it is useful to
see how the general principles might apply in particular situations. In this
chapter, examples are given for five different settings, ranging from class-
rooms throughout a state to a museum or other informal-learning institu-
tion. Two of the examples deal with assessing students, one with assessing
teachers, and two with assessing segments of the general population. The
choice of cases was influenced considerably by the committee’s charge,
which was focused on these same three populations.

Many of the sample cases inform one or more of the recommen-
dations in Chapter 8. For example, Case 2, a national sample-based
assessment, addresses some of the same issues designers of the National
Assessment of Educational Progress, Trends in Mathematics and Science
Study, and Programme for International Student Assessment may face in
adapting those instruments to measuring technological literacy (Recom-
mendations 1 and 2). Case 3, an assessment of teachers, addresses con-
cerns that will undoubtedly arise as researchers develop and pilot test
instruments for assessing pre-service and in-service teachers (Recommen-
dation 5). Cases 4 and 5, assessments of broad populations and informal-
learning institutions, address the committee’s suggestion that efforts
to assess the technological literacy of out-of-school adults be expanded
(Recommendation 6). Although none of the recommendations specifi-
cally addresses Case 1, a statewide census assessment of students, the
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committee believes state leaders in education and other readers will ben-
efit from seeing how this type of testing might play out.

Beyond the call for modified or new assessments, the discussion
of determining content for an assessment of teachers (Case 3) illustrates
the need for careful development of assessment frameworks (Recommen-
dation 11). And the cases related to broad populations (Case 4) and
visitors to a museum or other informal-education institution (Case 5)
suggest the importance of new measurement methods (Recommen-
dation 10).

Even though the sample cases touch on many of the issues facing
designers of assessments, they are meant to be descriptive rather than
prescriptive. Each case includes a rationale and purpose for the assess-
ment, suggests a source for deriving the assessment content, proposes a
way of thinking about performance levels, and addresses some administra-
tive, logistical, and implementation issues. The committee intends this
chapter to be a springboard for discussion about designing and carrying
out assessments of particular groups and for particular purposes.

When reviewing the examples in this chapter, readers should
keep in mind the discussion of the design process in Chapter 3. Design is
a process in which experience helps. When experienced designers are
faced with a problem, they immediately ask themselves if they have
encountered similar problems before and, if so, what the important
factors were in those cases. The committee adopted the same approach,
beginning with a review and analysis of existing studies and instruments,
the identification and incorporation of useful aspects of those designs
into the sample design, the identification of needs that had not been met
by existing designs, and attempts to devise original ways to meet those
needs. Anyone who intends to design an assessment of technological
literacy will have to go through a similar process.

During the committee’s deliberations, considerable time was
spent discussing the value of including a sample assessment for an occu-
pational setting. Ultimately, the committee decided not to include an
occupational assessment for two reasons. First, the goal of most technical
training and education for specific occupations is to provide a high level
of skill in a limited set of technologies (see Box 2-2), rather than to
encourage proficiency in the three dimensions of technological literacy
spelled out in Technically Speaking. Second, two industry participants in a
data-gathering workshop (one from the food industry and one from
the automotive industry) expressed the view that a measure of overall
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technological literacy would be of little value to employers, who are more
concerned with workers’ job-related skills.1

Case 1: Statewide Grade-Level Assessment

Description and Rationale

In Case 1, the target population is students in a particular state
and in particular grades. The exact grades are not important, but for the
sake of illustration we assume that they include one elementary grade (3rd,
4th, or 5th grade), one middle school grade (6th, 7th, or 8th grade), and
one high school grade (9th, 10th, 11th, or 12th). So, for example, the test
population might consist of all 4th-, 8th-, and 11th-graders in Kentucky
public schools.

A statewide assessment has many similarities to large-scale na-
tional assessments and small, school-based assessments. But there are also
important differences. For instance, a statewide assessment generally falls
somewhere between a national assessment and a school-based assessment
in terms of the timeliness of results and the breadth and depth of knowl-
edge covered. But the most important difference is that a statewide
assessment provides an opportunity for assessors to calculate individual,
subgroup, and group-level scores. In addition, aggregate scores can be
determined at the state, district, school, and classroom levels. Disaggre-
gated scores can be determined for student subgroups, according to vari-
ables such as gender, race/ethnicity, and socioeconomic status.

The assessment in this sample case is in some ways—such as the
targeted test group and how the data are analyzed—similar to assessments
currently used by states to meet the requirements of the No Child Left
Behind Act of 2001 (NCLB). To comply with this legislation, states are
required to test students’ proficiency in reading/language arts and math-
ematics annually in grades 3 through 8 and at least once in grades 10
through 12. States must also include assessments of science proficiency in
three designated grade spans by 2007. Results are generally reported
within about four months of administration of the assessment.

1Some proponents of technological literacy, including the authoring committee of
Technically Speaking, have suggested that there may be at least an indirect link between
general technological literacy and performance in the workplace (NAE and NRC,
2002, pp. 40–42).
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The rationale for a statewide assessment of technological literacy
is to encourage changes in standards, curriculum, and teacher education to
support the goal of increasing technological literacy for all students. With
the possible exception of Massachusetts, states do not currently have the
curricular building blocks in place to justify a statewide assessment of
technological literacy. However, an assessment on such a large scale
conducted in even a single state could demonstrate the feasibility and
value of determining what students know and can do with respect to
technology and could provide momentum for changes in standards, cur-
riculum, and teacher education across the country.

Purpose

In this example, the primary purpose of the statewide assessment
of technological literacy is to improve teaching and learning related to
technology. Typically, statewide assessments serve a powerful account-
ability function, providing data that can be used to track student achieve-
ment trends by school, school district, and the state as a whole. In an area
of content as new as technological literacy, however, the goal of improving
teaching and learning looms large. As technological literacy becomes
more established as a school subject, however, assessment data may in-
creasingly be used for accountability purposes.

In this sample case, assessment results can be used to inform
policy makers at the state and district levels and provide data for instruc-
tional leaders at the district, school, and classroom levels. This assessment
could either be designed to provide a snapshot of technological literacy in
the target populations or to provide data on specific content standards for
technological literacy, which in turn may be aligned with national stan-
dards, such as those developed by ITEA (2000).

A statewide assessment of technological literacy could not only
tell educators what students at these age levels know and what they can do
with respect to technology, but could also provide information related to
specific standards. For example, they could determine if there was a
difference in performance between boys and girls on ITEA Standard 19,
which relates to understanding and being able to select and use manufac-
turing technologies. In short, data from such an assessment would enable
educators to answer a large variety of questions useful for improving
teaching and learning.

Typically,
statewide
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function.
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Content

The ITEA Standards for Technological Literacy (ITEA, 2000) the
AAAS Benchmarks for Science Literacy (AAAS, 1993), the NRC National
Science Education Standards (NRC, 1996), and especially state-specific
content standards, would be logical starting points for determining the
content of the assessment. All of these documents suggest “benchmark”
knowledge and skills that a technologically literate individual should have.
To be useful for an assessment, however, the benchmarks must be
“operationalized, ” that is, the most important technology concepts and
capabilities must first be identified and then made specific enough to
clarify the range of material to be covered in the assessment. This is a step
in the process of developing an assessment framework for technological
literacy, as discussed in Chapter 3.

In addition, existing assessments may be reviewed to determine if
any items are aligned with, and measure, the operationalized benchmarks.
If not, technology-related content may have to be added. A review of the
general guidelines for student assessments developed by ITEA may also
be helpful (ITEA, 2004a).

The assessment framework must specify the emphasis, or weight,
given to items in each dimension of technological literacy. The weighting
process must be based on many factors, including the purpose of the
assessment, the time allotted for testing, the developers’ views of
the importance of each dimension of technological literacy, and expert
judgments about reasonable expectations for students in these grades.
Table 6-1 shows how the weighting process might work.

Performance Levels

In this sample case, the state would derive a scale score for each
student. If similar technology-related concepts were tested for more than
one grade level (e.g., manufacturing processes for grades 3–5 and 6–8), the
state might use cross-grade vertical scaling, which would enable scorers to
compare the mastery of material by students at different grade levels.
Using within-grade scaling, which is more common, the performance
levels in each grade would be examined independently.

To provide scores in a useful form for policy makers and instruc-
tional leaders, the state board of education might establish performance

To be useful for
an assessment,
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levels to group students according to subjective achievement standards for
increasingly sophisticated levels of performance (e.g., novice, competent,
proficient, and expert). Performance-level descriptors must realistically
capture what a child of a given age might know and be able to do.

Reporting could be done either on the overall assessment or on
separate subscales or dimensions of the assessment. If separate subscales or
dimensions were used, separate performance levels could be defined for
each. If the idea is to report subscale- or dimension-specific scores, the
assessment must be designed so that the items in each subscale or dimen-
sion support reliable scoring.

Once state and local educators received descriptive and diagnos-
tic data, they could interpret the results in context and identify achieve-
ment gaps. Based on diagnostic information, educators could determine
which standards had been mastered by most students and which subjects
required more or better instruction. Based on assessment results, educa-
tors could then focus their instruction and professional development
practices to improve student learning.

If the assessment were given regularly, perhaps biennially, the
resulting data would provide a measure of whether the level of technologi-
cal literacy had increased, stayed the same, or declined. Results over time
could reveal trends among subgroups of students. If the assessment in-
cludes items that measure student attitudes and opinions about technol-
ogy or technology careers, that information could be correlated with
performance data. In this way, the data could be used by K–12 educators
to assist with course planning and career counseling.

TABLE 6-1 Sample Weighting for Grades 6–8 Items Assessing Knowledge, Capability,
and Critical Thinking and Decision Making Related to Manufacturing Technologies, by
Percentage of Items Devoted to Topic

Benchmark Topics

Manufacturing Manufacturing Chemical
Systems Goods Technologies Materials Use

Knowledge 20 percent 10 percent 10 percent 10 percent

Capability 10 percent 10 percent

Critical Thinking
and Decision Making 10 percent 10 percent 10 percent

SOURCE: Adapted from ITEA, 2000.
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Administration and Logistics

A statewide assessment would be administered to all students in
three grade levels, one elementary (grades 3–5), one middle school (grades
6–8), and one high school (grades 9–12), in every school in the state. The
assessment should take no more than two sessions, lasting no more than
90 minutes each, and should use both census and matrix-sampling tech-
niques.2 Combining census and matrix-sampling approaches would have
several advantages. It would reduce the time required to administer the
assessment, because not every student would see every question. By mak-
ing sure all students were presented with a core set of items (the census
portion of the instrument), a general measure of technological literacy
could be obtained.

The matrix portion of the assessment would enable the collection
of additional diagnostic measures of performance related to specific areas
of content, such as student knowledge of the influence of technology
on history. The assessment should include a mix of multiple-choice,
constructed-response, and design-based performance items, possibly in-
cluding simulations.

Teachers would require rudimentary training to administer the
test, particularly the hands-on design or online computer-based compo-
nents. Administrators and policy makers would also have to be educated
about the dimensions of technological literacy, the purpose of the assess-
ment, and potential uses of the data obtained from the assessment.

Obstacles to Implementation

With the notable exception of state testing conducted to fulfill
the requirements of NCLB, assessments like the one described here
usually have no direct consequences for students, teachers, or schools if
student scores are low. Without the threat of punitive consequences for
poor outcomes, teachers may be less inclined to spend time preparing
students for the assessment, and students may be less inclined to take the
test seriously.

A statewide assessment of technological literacy would also have
resource constraints, especially today, when states are already spending
considerable sums to meet the assessment and reporting requirements of

2Matrix sampling and census testing are explained in Chapter 4 in the section on
Measurement Issues.
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NCLB. For example, the Maryland State Department of Education
recently spent more than $5 million to develop and implement, within
two years, new reading/language arts and mathematics assessments for
9th graders (M. Yakimowski-Srebnick, director of assessments, Council
of Chief State School Officers, personal communication, June 16, 2005).
Although some of the costs of an assessment, particularly related to test
administration, might be reduced by using computer-based testing meth-
ods (see Chapter 7), it would still be difficult to convince states that are
already “feeling the pinch” of NCLB to add a statewide assessment of
technological literacy.

Furthermore, traditional paper-and-pencil tests alone generally
do not provide an adequate measure of capabilities related to technological
design. Thus, some states are beginning to explore nontraditional testing
methodologies, such as computer simulations, to assess hands-on tasks
and higher order thinking. Developing and testing these methods, how-
ever, requires considerable resources and time.

Turf issues within the academic community might introduce
additional challenges for a statewide assessment. For instance, the math-
ematics and science-education communities might argue that an assess-
ment of technological literacy would divert attention and resources from
their efforts to improve student learning in their content areas. Many
educators might be concerned about the amount of time taken away from
instruction, above and beyond the time required to prepare for mandated
assessments.

Another potential challenge for states might be providing oppor-
tunities for students with special needs to participate in the assessment.
Adjustments would have to be made for students with physical or cogni-
tive disabilities, limited proficiency in English, or a combination of these
to ensure full and fair access to the test. Adjustments must be made on a
case-by-case basis. For instance, a student with a visual impairment would
not require the same test accommodation as someone with dyslexia, even
though both have trouble reading small, crowded text. Common accom-
modations include extending time, having test items read aloud, and
allowing a student to dictate rather than write answers. It is also important
that accommodations be used only to offset the impact of disabilities
unrelated to the knowledge and skills being measured (NRC, 1997).

Some students with special needs might require alternative as-
sessment approaches, such as evaluation of a collection of work (portfo-
lio), a one-on-one measure of skills and knowledge, or checklists filled out
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by persons familiar with a student’s ability to demonstrate specific knowl-
edge or skills (Lehr and Thurlow, 2003); typically, a very small percentage
of students, on the order of 1 percent, require alternative assessments.
Because a test score may not be a valid representation of the skills and
achievement of students with disabilities, high-stakes decisions about
these students should take into account other sources of evidence, such as
grades, teacher recommendations, and other examples of a student’s work
(NRC, 1999a).

Finally, because it is often difficult or impractical for states to
collect meaningful data related to socioeconomic status, assessment results
might inadvertently be reported in ways that reinforce negative racial,
ethnic, or class stereotypes. Concerns about stereotyping might even
arouse resistance to the implementation of a new assessment.

Sample Assessment Items3

1. Manufacturing changes the form of materials through a
variety of processes, including separation (S), forming (F), and
combining (C). Please indicate which process is associated most
closely with each of the following:

a. bending
b. sawing
c. gluing
d. cutting

2. One common way of distinguishing types of manufactured
goods is whether they are “durable” or “nondurable.” In your own
words, explain two ways durable goods differ from nondurable
goods. Then sort the following products into two groups, accord-
ing to whether they are durable or nondurable: toothbrush, clothes
dryer, automobile tire, candy bar, bicycle, pencil.

3For a statewide assessment, items would be based on a framework derived from
rigorously developed content standards. In this example, items were derived
from content specified for grades 6 through 8 in the ITEA Standards for Technological
Literacy.
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3. Manufacturing, like all aspects of technology, has had signifi-
cant impacts on society, and not all of these have been anticipated
or welcome. Innovations in manufacturing in the past quarter-
century have included the use of robotics, automation, and
computers. Using examples from only one manufacturing sector,
describe some of the positive and negative impacts these manufac-
turing innovations have had on life in the United States.

Case 2: Matrix-Sample Assessment of 7th
Graders

Description and Rationale

Case 2 involves a matrix-sample-based assessment of the techno-
logical literacy of 7th graders throughout the United States. Sample-based
assessments differ from other types of assessments in that individual
scores are rarely, if ever, reported. Instead, the focus is on discovering and
tracking trends. In this case, one might want to follow the changes over
time in the average level of technological literacy of 7th graders. Sampling
can also reveal geographic variations, such as state-by-state differences in
scores and variations among subgroups, such as gender, race/ethnicity,
type of school, population density, poverty level, and other demographic
variables, depending on the design of the sample.

In matrix sampling,4 individual students are not tested on all test
items. This is done mainly to accommodate the time constraints of
test administration. Even though no single student sees every item, every
question is administered to a large enough subset of the sample to ensure
that the results are statistically valid. Another important feature of a
matrix sample is that the large number of questions ensures that all three
dimensions of technological literacy are assessed. The assessment de-
scribed here is similar in structure to assessments conducted through the
National Assessment of Education Progress (NAEP).

The rationale for conducting a national, sample-based assess-
ment of students would be to draw public attention to the state of

4Matrix sampling is described in more detail in Chapter 4 in the section on
Measurement Issues.
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technological literacy in the country’s middle-school population. In the
same way the release of NAEP results in science and mathematics encour-
ages examination of how learning and teaching occur in these subjects,
data on technological literacy would provide an impetus for a similar
analysis related to the learning and teaching of technology. If the results
indicated significant areas of weakness, they might provide an impetus for
education reform. Periodic administration of the assessment would pro-
vide valuable time-series data that could be used to monitor trends.

Purpose

A national sample assessment of technological literacy among
U.S. 7th graders could provide a “snapshot” of technological literacy in
this population that would be useful for policy makers. Like the statewide
assessment described in Case 1, educators could use these data to get a
sense of what students at this age know and what can they do with respect
to technology. With a national assessment, however, administrators at the
school, district, and state levels could determine how their students’ scores
compared with student scores in other areas of the country, and national
education officials could get a sense of the overall technological literacy of
7th graders. Unlike the assessment in Case 1, of course, the sample
assessment would not provide information about individual students. This
assessment would be a policy tool, rather than a classroom tool.

If a national sample assessment were repeated periodically, it
would show whether technological literacy was increasing, staying the
same, or declining around the country. If similar assessments were con-
ducted in other countries, it would be possible to make some cautionary
comparisons across national boundaries. If the assessment revealed stu-
dent attitudes about technology or technology careers, that information
could be correlated with performance data to determine how attitudes
influence the level of technological literacy.

Content Specifications

The ITEA Standards for Technological Literacy, AAAS Bench-
marks for Science Literacy, and the NRC National Science Education Stan-
dards would be useful starting points for determining the content of a
national sample assessment, just as they would be for the statewide assess-
ment described in Case 1. Each of these documents suggests “benchmarks”
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of knowledge and skills a technologically literate individual should have.
An assessment framework for a national sample assessment should specify
the most important technology concepts and capabilities for 7th-grade
students, and the specifications should be detailed enough to clarify the
range of material to be covered. Test developers would also have to create
a detailed test- and item-specifications document.

Performance Levels

The development of performance levels would be as important
for a national sample-based assessment as it would be for the statewide
assessment described in Case 1. The processes for developing perfor-
mance standards, for disaggregating scores according to subscales or di-
mensions of technological literacy, and for reporting results would be the
same for both.

Administration and Logistics

A national sample-based assessment should be administered to a
representative sample of 7th graders attending public and nonpublic schools
in the United States. (The 2000 NAEP science assessment national
sample included about 47,000 children in grades 4, 8, and 12 [DoEd,
2003].) The assessment should take about 50 minutes and should include
a mix of multiple-choice, constructed-response, and design-based perfor-
mance items. An additional 10 minutes could be allocated for completion
of accompanying surveys to gauge attitudes and collect demographic
information. Teachers would require some training in administering the
test, particularly the hands-on design component.

Obstacles to Implementation

Resources and time for designing, administering, and reporting
results would be the most significant constraints on a national sample
assessment of technological literacy. For example, it costs the federal
government about $1.2 million to develop the content framework and
item and test specifications for the science portion of the NAEP, which is
administered every four years (S. Shakrani, deputy executive director,
National Assessment Governing Board, personal communication,
August 23, 2004). The development and validation of test items, data
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collection, analysis, and reporting consume another $2.8 million every
test year. For an assessment of technological literacy, in addition to the
usual expenses involved in creating and administering a large-scale as-
sessment, additional resources might be necessary to develop specialized
assessment tools—such as computer simulations—for measuring the ca-
pability dimension. (Cost issues related to simulation are discussed in
detail in Chapter 7.)

There may also be other obstacles to overcome. Many decision
makers, whose support would be necessary for the development of a
national sample-based assessment, might have a limited understanding of
technological literacy themselves. In addition, as might be true for a
statewide assessment, the mathematics and science education communi-
ties might object to a separate assessment of technological literacy on the
grounds that it would divert attention and resources from their efforts to
improve student learning in their content areas. Finally, because the
matrix-sampling approach does not allow for the reporting of individual
scores, students and their teachers might not take the test as seriously as
other assessments.

Sample Assessment Item

The objective of this sample item, which would constitute most,
perhaps all, of the assessment for measuring the capability dimension of
technological literacy, would be to gauge a student’s knowledge of the
design process and his or her ability to carry out a design task. Other
items, in multiple-choice, extended-response, and open-response for-
mats, would address the other dimensions of technological literacy. See
Table 6-2 for the performance rubric.

Explanation of the Problem

Design and Test a Straw Bridge.

An outdoor jogging and biking path is being built for people to use
for exercise. The best site for the path requires that at one location
it cross a stream 6 meters wide. The bridge for this crossing must
be strong enough to hold several people at once and must prevent
them from falling off the edge.
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Directions

Select a bridge design that meets the problem constraints, and
build a model of it with plastic straws and tape.

Constraints

The model bridge should span a 25-cm space, hold the weight of
at least five spice containers, and prevent them from falling off.
Only the materials provided can be used to build the model.

Documentation

Use your log sheets to show the drawings you make of potential
bridge designs, to describe the process you use to design and select
your bridge, and to record your test results.

Materials Provided

15 plastic drinking straws, each one 10 inches long
10 inches of masking tape
5 spice containers (~4 cm in diameter, 10 cm tall) filled with sand

     or water
2 large cardboard bricks

     log sheets

Time Limit

25 minutes

Case 3: National-Sample Assessment of
Teachers

Description and Rationale

Case 3 involves an assessment of technological literacy for a
national sample of pre-service and in-service K–12 teachers. The sample
would be designed to include generalists (e.g., elementary school teachers)
as well as teachers in specific academic disciplines—science, mathematics,
social studies/history, fine arts, and language arts. The sample would also
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include teachers of technology, who are routinely assessed during their
pre-service education, to provide a basis for comparison.

The rationale for developing an assessment of this sort would be
to make efforts to improve technological literacy in the United States
more effective. Contemporary models of education reform emphasize that
multiple elements of the educational system must be addressed to achieve
meaningful, lasting change (e.g., AAAS, 1998; Bybee, 1997). In this view,
simply developing content standards is not sufficient. Curricula and in-
structional materials must also be reworked to align with the standards,
goals and methods of teacher education must be reassessed, and assess-
ments must be created that link to what is being taught in the classroom.
Knowing what a representative sample of U.S. teachers know and can do
with respect to technology would be essential to reforms intended to
improve the technological literacy of both teachers and their students.

TABLE 6-2 Performance Rubric for Sample Task

Performance Level

Performance Standard Basic Proficient Advanced

Generates and visualizes Student identifies a single Student generates Student generates
possible solutions. solution that meets some solutions that are feasible, creative and efficient

of the constraints and meet the constraints, and solutions. All solutions
would adequately solve make efficient use of meet the constraints and
the problem. However, resources. The design address the original
the solution may or may expresses an element of problem. A number of the
not be feasible. creativity. More than one solutions are feasible.

solution may be presented, Student is innovative and
but many of them are thinks “outside the box.”
similar. Student tends to
think “inside the box.”

Selects a design solution. Student selects a solution Student selects solutions Student provides detailed
based on limited attention on the basis of efficiency reasons for selecting a
to criteria. The solution and effectiveness. The particular solution.
may or may not be solutions are checked Student may provide a
feasible. The selection against the constraints. backup or alternate
process tends to be Student provides a basic solution in case the first
tentative and uncertain. rationale for the design solution fails.

but tends not to have an Student tries to be
alternative solution in case innovative and to find the
the initial choice does best possible solution.
not work.

Source: Adapted from Custer et al., 2001.
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Purpose

A sample-based assessment of teachers could have several pur-
poses. Education researchers could use the data, along with information
from other sources, to build a model of adult learning related to technol-
ogy. Anyone involved in in-service teacher education could draw on the
assessment results to enrich existing activities with technology content
(e.g., through summer workshops); results could also be used to design
new materials and programs. For schools of education, the assessment
could provide a rough indication of how well new teachers are being
prepared to think technologically (beyond using computers).

Content

The ITEA Standards for Technological Literacy, the AAAS Bench-
marks for Science Literacy, and the NRC National Science Education Stan-
dards would be useful starting points for determining the content of a
teacher assessment. However, these documents suggest the knowledge
and skills for technologically literate students; because of differences in
age, maturity, and expectations for content knowledge of teachers, the
standards would not be directly transferable.

Thus, a careful framework-development process would be neces-
sary to support assessment in this population. Assessment designers might
consider creating a set of items to measure “general” technological literacy
to be administered to all teachers in the sample; items targeting more
discrete knowledge and skills would be given to a subset of subject-matter
specialists. The balance between general and subject-specific items would
vary, depending on the purpose of the assessment.

Content specialists in technology as well as in the subjects taught
by the teachers in the sample population should be involved in the
framework-development process. Standards and benchmarks in non-
technology subjects that state or imply a requirement for technological
knowledge, capabilities, or critical thinking should be examined. One
helpful resource in this regard is the compendium of K–12 education
standards created by Mid-Continent Research for Education and Learn-
ing (MCREL, 2004). The framework-development process should be
informed by the realities of current teacher education. For this reason,
those involved in developing and administering teacher pre- and in-
service education programs should also be involved.
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To the extent that computers and other educational technologies
are used to support the development of technological literacy in students,
assessments for teachers should include items measuring their knowledge
and capability in this domain. The skills, foundational concepts, and
intellectual capabilities considered essential to information-technology
fluency (NRC, 1999b) would be a reasonable basis upon which to develop
such items.

Performance Levels

Establishing performance levels for an assessment of teachers
would be challenging. First, the only current basis for deriving
descriptions of what might constitute sub-par, adequate, or exemplary
teacher technological literacy would be the Praxis test, which is given to a
limited target population (technology teachers) for the purpose of licen-
sure. Thus, assessment designers would be charting new territory in many
ways. Second, sensitivities to the provisions for highly qualified teachers
in NCLB might increase the concerns of potential test takers. If assess-
ment results suggest that teachers are not knowledgeable or capable
“enough” in technology, the very individuals and institutions (i.e., schools
of education) the assessments are designed to help might resist partici-
pating. Third, setting discipline-specific benchmarks would require the
involvement of experts in various dimensions of technological literacy
and experts familiar with K–12 curricula in the subjects of interest. For all
of these reasons, setting performance levels and reporting results for this
assessment must be approached with considerable care and sensitivity.

Administration and Logistics

The assessment should last no more than two hours and should
include at least one performance task. If possible, testing should be done
in a way that encourages teacher participation and reassures them that the
results will not be seen by school system administrators involved in
personnel oversight and evaluation. One possibility would be to have the
assessment administered online by a third-party testing firm. Virtually all
teachers have access to computers and the Internet, or can easily obtain
access, and there are numerous examples of successful online surveys
and tests of professionals, ranging from physicians to journalists and
policy makers.

The assessment
should include
at least one
performance
task.
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Obstacles to Implementation

A large-scale assessment of teachers’ technological literacy
would be a major undertaking with significant resource constraints.
Because this would be a sample-based assessment, the most signifi-
cant constraint would be the time and expertise required to design and
carry out appropriate sampling procedures. Like assessments for stu-
dents and out-of-school adults, the other two target populations,
designing this assessment would pose technical, logistical, and finan-
cial challenges associated with measuring the capability dimension.
As a rule, performance assessments, including assessments of techno-
logical capability, are time consuming and expensive to design, ad-
minister, and score.

Another constraint might be the difficulty of persuading teachers
and facility administrators that an assessment would be worthwhile. Teach-
ers have limited time for activities not directly related to their classroom
duties, and many teachers and their unions might be wary of an assess-
ment process that could have uncertain outcomes and consequences. This
resistance might be overcome by a combination of compensation for
participation and assurances that individual scores would not be provided
to school administrators. However, if scores were completely discon-
nected from accountability measures, this would become a low-stakes
assessment, thus making it less likely that teachers would take the
test seriously.

Sample Assessment Items

Test Items for Generalists

1. An electric generator is used to convert what into what?
(knowledge dimension)

a. Solar energy into electric energy
b. Electric energy into solar energy
c. Mechanical energy into electric energy
d. Electric energy into mechanical energy
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2. Which device receives, analyzes, and processes incoming
information like motion, heat, and light? (knowledge dimension)

a. A sensor
b. A monitor
c. A radio
d. An air coil

3. Develop a basic sketch of the heating system in a typical home.
The sketch should include the major components as well as a
feedback system that enables the system to function automatically.
Describe in words how the system works to deliver heat through-
out the home. (knowledge and capabilities dimensions)

4. Hydrogen-powered engines for cars may provide some advan-
tages over existing fuel sources. Focus on either the ethical, social,
political, or environmental impact of this significant technological
change, and identify the negative and positive consequences.
(critical thinking and decision making dimension)

5. Identify a key selling feature (e.g., high gas mileage) of hybrid
vehicles and describe two of the associated trade-offs (e.g., less
engine power) involved in optimizing that feature. (knowledge
and critical thinking and decision making dimensions)

Subtest Item for Social Studies Teachers

How have technological inventions changed the nature of conflict
between nations?

a. Describe the changes in technology used in wars of the 18th
century and wars of the 20th century? (knowledge dimension)

b. How have these changes impacted the decision to go to war?
(critical thinking and decision making dimension)
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Case 4: Assessments for Broad
Populations

Description and Rationale

In addition to information about the technological literacy
of students and teachers, information about the technological literacy of
segments of the general population in the United States—people who are
affected by, or likely to join in a debate about, a particular new technol-
ogy—can be extremely helpful. Public opinion researchers call this assess-
ing a “broad population,” by which they mean any group sufficiently
numerous and widely distributed so that a measurement involves sam-
pling rather than surveying every member of the group. Segments of any
of the three population groups—students, teachers, and out-of-school
adults—could be part of a broad population. For example, a family of one
parent and two young children attending a baseball game could be part of
the broad population of “family visitors to sporting events.”

The rationale for assessing broad populations is simple. If broad
populations are not assessed, a large segment of the general population for
which we might want data about technological literacy might be missed.
K–12 students and teachers together comprise only about 19 percent of
the U.S. population.5 In addition, assessment in these groups is almost
always linked to a structured curriculum. In contrast, assessments of broad
populations reveal the understanding, skills, and attitudes acquired by
people through life experiences.

Broad population assessments might also provide opportunities
to gauge how the dimensions of technological literacy play out in the
situations and environments of everyday life, rather than in the somewhat
artificial environment of the classroom. Researchers, policy makers, and
the education and business communities might all benefit from informa-
tion about the nature of technological literacy outside the formal educa-
tion environment.

5This estimate is based on data from the 2001–2002 school year, the most recent
period for which accurate data on teachers are available. There were approximately
2.7 million public school K–12 teachers, according to the National Center for Educa-
tion Statistics (Young, 2003a). There were approximately 425,000 private elementary
and secondary school teachers (Broughman and Pugh, 2004). The K–12 public school
student population was approximately 47 million in the 2001–2002 school year (Young,
2003b), and there were about 5.3 million private school students that year (Broughman
and Pugh, 2004). According to the Population Division of the U.S. Census Bureau
(2005) the U.S. population in 2001 was about 285 million.
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Purpose

Assessments of broad populations might be conducted for many
different purposes. One way of thinking about a broad population assess-
ment was introduced in 1975 by Benjamin Shen in a discussion of scien-
tific literacy (rather than technological literacy). Shen distinguished three
types of literacy: (1) consumer scientific literacy; (2) civic scientific lit-
eracy; and (3) cultural scientific literacy. If this framework is applied to
technology, three broad populations can be identified: (1) technology
consumers, (2) policy-attentive citizens, and (3) the general public.

Technology Consumers

Technology consumers include most adolescents and adults in
the United States. The people in this group tend to seek out information
about specific technologies—for example, technologies related to health
and medical issues—but they are generally more interested in the value
and risks of specific technologies than in general issues of public policy. As
a group, technology consumers have been studied intensely by technology
developers and manufacturers, who routinely conduct studies of users—or
potential users—of specific technologies. But much of this information is
proprietary and not available for analysis by outsiders. Additional studies
of this group would be enlightening, especially assessments comparing
attitudes toward, and knowledge of, different technologies.

Policy-Attentive Citizens

Policy-attentive citizens, mostly adults but also some well in-
formed teenagers, have a high level of interest in public policy as it relates
to one or more specific technologies. Researchers have identified “atten-
tive publics” for science and technology policy, energy policy, space policy,
and biomedical policy (Miller, 1983a, 1986, 1992, 1995, 2004a; Miller
and Kimmel, 2001; Miller and Pardo, 2000; Miller et al., 1997). In
addition, some people are interested in the widespread effects of technol-
ogy in general on economic and social life.

Policy-oriented audiences tend to want more sophisticated infor-
mation about technology and tend to have a deeper understanding of
technology than technology consumers. Assessments of this population
would be particularly useful for characterizing the role of the public in the
making of technology-related policies.

Assessments of
broad populations
might be
conducted for
many different
purposes.
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The General Public

Everyone in a society is affected by and, in turn, helps shape
technology. Thus, the level of “cultural” technological literacy—roughly
speaking, the awareness and attitudes of the members of a society toward
technology in general and toward specific technologies in particular—can
be an important factor in the health of a society. An assessment of cultural
technological literacy would provide information about the acceptance of
technology by society and about people’s awareness of how technology
shapes their lives.

An assessment of cultural technological literacy would necessarily
be less structured than assessments of technology consumers or policy-
attentive citizens. Assessments of knowledge of and attitudes toward
technology could provide useful information for educators and media that
produce informal science educational products intended for the general
adult population; social scientists hoping to improve their understanding
of public attitudes; and policy makers attempting to get a perspective on
the workforce in relation to national competitiveness in technology-
related areas. Assessment data might also be valuable to people who
communicate information about technological issues to the general pub-
lic, such as journalists, designers of museum exhibits, and designers of
public-health campaigns (Friedman et al., 1986, 1999).

Content

Some questions for surveys and assessments of broad populations
might be derived from the National Science Board (NSB) longstanding
survey series on scientific literacy (Miller, 1983b, 1987, 1995, 1998, 2000,
2004a). In that way, data from new surveys could be compared to data
from this nearly three-decades-long time series. Unfortunately, NSB has
discontinued its surveys, and it is not clear if the surveys will be restarted in
the future. The 2001 and 2004 ITEA/Gallup polls on technological
literacy might also provide content for a broad population survey. In some
cases, rather than relying on earlier assessment instruments or surveys,
assessment developers might consult with subject-matter experts in tech-
nology, the history of technology, and science, technology and society
studies, as well as representatives of populations participating in the
assessment and groups that are expected to make use of the results.

The dimensions of technological literacy must be approached
from a different angle in the context of broad populations. For technology
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consumers, all three dimensions of technological literacy—knowledge,
capability, and critical thinking and decision making—should be assessed.
Measuring attitudes related to consumer issues is partly a marketing
concern, and well-developed tools are available for assessing attitudes
toward specific technologies and products. But consumers also have per-
sonal concerns that may not be tapped in a marketing survey. For ex-
ample, manufacturers are interested in the factors that influence consum-
ers to purchase a particular model of cell phone but probably do not
include questions about consumers’ concerns about the effects of using cell
phones on the health of the user, traffic safety, and civility in public places.

For policy-attentive audiences, assessing the knowledge and atti-
tudinal components of technological literacy are straightforward, but as-
sessing capability can be problematic. Individuals concerned about envi-
ronmental damage from waste disposal, for example, need to know the
causes and sources of the waste-related pollution and the technical feasi-
bility of controlling or reducing it, but they do not need to have the
technical competence to engage directly in pollution control.

At the cultural level, all individuals need general knowledge
about technology and the social significance of technology to follow public
policy discussions on energy, the environment, and biotechnology, for
example. Citizens also need to have enough background information to be
able to absorb new information and form reasoned opinions about tech-
nological issues. Levels of understanding for various broad populations
may range from a general appreciation of the importance of technology to
a deeper understanding based on historical examples.

Performance Levels

The concept of performance levels, which are derived largely
from educational contexts, is difficult to apply to broad population sur-
veys. Performance levels relevant to particular occupations or professions
could be specified for particular segments of the workforce, but these are
likely to be occupation-specific, rather than general categories.

Administration and Logistics

Surveys of broad populations and supplementary studies should
be administered so that the results are as representative as possible of the
general population. Truly representative samples would provide

Consumers
have personal
concerns that
may not be
tapped in a
marketing survey.
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information about gender, ethnic, and geographic differences in
technology-related knowledge, capabilities, and critical thinking and de-
cision making. And surveys of broad populations could also provide data
on public attitudes toward technology.

A number of measurement methods, strategies, and practices
have been developed for studying broad populations. Deciding which
of these to use will depend on the population of interest and the goals of
the study.

Obstacles to Implementation

In recent decades, most measurements of all segments of the
adult population have been conducted through large-scale sample sur-
veys, mostly telephone samples and interviews. In addition, a solid body
of research has been accumulated on the best methods of constructing
questionnaires and analyzing their results. In the last decade, however,
resistance to telephone-based surveys has been growing, and response
rates are often unacceptably low. As a result, researchers of broad popula-
tions now rely increasingly on online panels, which raise questions about
probability-based recruitment versus online participants’ self-selection.
Some researchers have turned to surveys of broad populations that are
co-located, such as patrons of science museums, but these samples may be
biased toward people familiar with both science and technology.

Another difficulty for survey designers is that some types of
knowledge questions quickly lose currency because of rapid advancements
in technology. This can make changes over time difficult to track.

Sample Assessment Items

For Technology Consumers

1. You have bought a new home entertainment system. The
system has several large components, not including the speakers,
as well as a number of connecting wires and plugs, batteries, and
a remote-control device. When you unpack the system at home,
you discover that the instruction manual for assembling it is
missing. Which of the following best reflects your approach to this
problem?
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a. I have a good idea how systems like this work, so I would be
able to assemble it without instructions or outside help.

b. I do not have experience with this exact type of system, but I
would be comfortable trying to figure out how everything fits
together through a process of trial and error.

c. I do not have experience with this type of system and would
search the World Wide Web for a copy of the instruction
 manual or to get other online help.

d. I do not have experience with this type of system and would
not feel comfortable searching the Web for help.

2. All technologies have consequences not intended by their
designers, and some of these consequences are undesirable. Below
is a list of consequences some people associate with cell phones.
For each, please indicate the level of concern you have (no concern
at all; a little concern; a moderate amount of concern; a lot of
concern).

a. Possible negative health effects, including cancer.
b. Loss of enjoyment of quiet in public places, such as

restaurants.
c. Car accidents caused by drivers using cell phones while on the

road.
d. Possible theft of personal data by cell-phone hackers.

For Policy-Attentive Citizens

1. To what extent do you agree or disagree that the following
applications of technology pose a risk to society? (Answer choices:
completely agree; agree; neither agree nor disagree; disagree;
completely agree; not sure.)6

a. The use of biotechnology in the production of foods—for
example, to increase their protein content—makes them last
longer, or enhance their flavor.

6This question and answers a and b are adapted from U.S. Environmental and
Biotechnology Study (Pardo and Miller, 2003).
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b. Cloning human cells to replace the damaged cells that are not
 fulfilling their function well.

c. The computerized collection and sorting of personal data by
private companies or the government in order to catch terrorists.

d. The placement under the skin of small computer chips that
enable medical personnel to retrieve your personal health
information.

2. Please indicate for each of the following sentences the extent
to which you believe it is absolutely true, probably true, probably
false, or absolutely false. If you do not know about or are not sure
about a specific question, check the “Not Sure” box.7

a. Antibiotics kill viruses as well as bacteria.
b. Ordinary tomatoes, the ones we normally eat, do not have

genes, whereas genetically modified tomatoes do.
c. The greenhouse effect is caused by the use of carbon-based

fuels, like gasoline.
d. All pesticides and chemical products used in agriculture cause

cancer in humans.

For the General Public

1. Please indicate the extent to which you believe the following
statements to be absolutely true, probably true, probably false, or
absolutely false.8

a. Nuclear power plants destroy the ozone layer.
b. All radioactivity is produced by humans.
c. The U.S. government regulates the World Wide Web to

ensure that the information people retrieve is factually correct.
d. Using a cordless phone while in the bathtub creates the

possibility of being electrocuted.9

7This question and answers a, b, c, and d are adapted from U.S. Environmental and
Biotechnology Study (Pardo and Miller, 2003).

8This question and answers a and b are adapted from U.S. Environmental and
Biotechnology Study (Pardo and Miller, 2003).

9This answer adapted from ITEA, 2004b.
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Case 5: Assessments for Visitors to
Museums and Other Informal-Learning
Institutions

Description and Rationale

Case 5 describes an assessment of technological literacy for visi-
tors to a museum, science center, or other informal-learning institution,
where participants set their own learning agendas and determine the
duration and selection of content; this is called “free-choice learning.”
Some 60 million people are served by public science-technology centers in
the United States every year (ASTC, 2004). This number is consistent
with NSB survey data indicating that 61 percent of adult Americans visit
an informal science institution (e.g., a zoo, aquarium, science center,
natural history museum, or arboretum) at least once a year (NSB, 2000).

Typically, visitors are children attending as part of a family or
school group (which often includes teachers) or adults attending alone
or in groups without children. Because of the transient nature of the
population of interest (visitors usually spend no more than a few hours in
these institutions), the assessment would rely on sampling techniques,
although focus-group-style assessments might also be used.

The principal rationale for conducting assessments in informal-
education settings is to gain insights into the type and level of technologi-
cal literacy among a unique (though not random) cross-section of the
general public. In addition, because visitors to these facilities are often
surrounded by and interact with three-dimensional objects representing
aspects of the designed world, informal-learning locations present oppor-
tunities for performance-related assessments. The sheer volume of visi-
tors, particularly at mid-sized and large institutions, provides an addi-
tional incentive.

Purpose

Organizations that provide informal-learning opportunities, in-
cluding museums, book and magazine publishers, television stations,
websites, and continuing-education programs offered by colleges and
universities, all provide information about technology, but generally have
limited knowledge of the level of understanding or interest of their in-
tended audiences. For this diverse group of institutions and companies,
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assessments of technological knowledge and attitudes would provide a
context for making programming and marketing decisions.

For example, a science center might want to involve members of
the non-expert public in discussions of how using technology to enhance
national security might affect privacy. For these discussions to be effective,
the center would have to know the nature and extent of participants’
understanding (and misunderstanding) of various technologies, such as
the Internet and voice- and face-recognition software, as well as their
grasp of the nature of technology (e.g., the concepts of trade-offs and
unintended consequences). The center might also benefit from an assess-
ment of attitudes about the topic. For instance, knowing that two-thirds
of potential participants feel powerless to influence government decisions
about deploying such technology, for instance, might influence the type of
background information the center provides prior to a discussion.

In addition to planning tools, assessments could be used to deter-
mine what members of the public take away from their experiences—new
knowledge and understanding (as well as, possibly, misunderstanding),
new skills and confidence in design-related processes, and new or different
concerns and questions about specific technologies or technology in gen-
eral. These findings, in turn, could be used to adjust and improve existing
or future programs, exhibits, or marketing.

Apart from the direct impact of assessments of technology lit-
eracy on individual institutions that want to attract more visitors and
improve the quality of their outreach to the public, the assessments might
be of wider interest. The formal education system in the United States
evolved at a time when the body of knowledge—the set of facts, reasoning
abilities, and hands-on skills that defined an “educated” person—was
small. A decade or so of formal education was enough to prepare most
people to use and understand the technologies they would encounter
throughout their lives. Today, the pace of technological change has in-
creased, and individuals are being called upon to make important techno-
logical decisions, including career changes required by new technologies,
many times in their lives. For this reason, “lifelong learning,” which can
take place formally in settings like community colleges and the workplace,
or informally through independent reading, visits to museums and science
centers, or exposure to radio, television, and the Internet, has become
critical to technological literacy.

But little is known about how well informal, or free-choice,
learning promotes technological understanding. This information would
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be of interest not only to the institutions themselves but also to the publics
they serve, funders, policy makers, and the education research community.

Content

The three dimensions of technological literacy, as described in
Technically Speaking, could provide a reasonable starting point for deter-
mining content relevant to an assessment of this population. The ITEA
standards also should be consulted, particularly standards related to the
nature of technology. To a great extent, however, the content of
the assessment would be determined by the specific technology or
technology-related concerns at issue. That is, just as a student assessment
should be aligned with relevant standards and curriculum, an assessment
of visitors to an informal-education institution should be aligned with the
subject matter and goals of the program or exhibit.

In situations where the assessment involves a hands-on or design
component, assessment developers could use a rubric for judging design-
process skills. The model developed by Custer et al. (2001) might be
useful here.

Performance Levels

Assessments of visitors to informal-learning institutions would
be most useful for identifying a spectrum of technological literacy rather
than specific levels of literacy. Changes in the spectrum, for example,
movement—up or down—of the entire curve or changes in the shape of
the curve, would provide valuable information. Correlations among the
three dimensions and with attitudes would be of special interest. Does a
high level of knowledge correlate with critical thinking and decision
making? with attitudes? How are capabilities related to knowledge and
attitudes? Does literacy in one aspect of technology translate to literacy in
other areas? These are just a few of the questions that could be answered.

Administration and Logistics

Many informal-learning institutions are open 300 days a year or
more, including weekends; thus, there would be fewer constraints
on content selection and assessment methodologies than for formal-
education settings, such as classrooms, where time, space, and trained
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staff are all at a premium. Practically all testing methods would work for
this population: interviews, multiple-choice questions, constructed-
response items, performance items, and focus groups.

Assessments could also measure changes in visitors’ understand-
ing of technology or technology-related exhibits over time. Short-term
understanding could be measured by pre- and post-visit surveys; long-
term understanding might be measured by e-mail or telephone follow-
up. A variety of methods could be used to enable museums and other
institutions to compare the effects of different exhibit formats and con-
tent on specific measures of technological literacy (Miller, 2004b).

Many informal-learning institutions routinely conduct visitor sur-
veys for demographic and marketing purposes, and many also conduct
extensive cognitive and affective visitor assessments for front-end, forma-
tive, and summative evaluations of exhibitions (Taylor and Serrell, 1991).
Some larger institutions even have staff members or consultants capable of
performing assessments of the type that could gauge technological lit-
eracy, although they rarely have the funds to carry out such assessments.

Obstacles to Implementation

Obtaining a sample of visitors that represents the diversity—in
income, education, and other factors—of the U.S. population as a whole
would be difficult in the typical informal-learning setting. The population
represented by visitors to these institutions is undoubtedly biased in favor
of the science-attentive, as opposed to the science-“inattentive” (Miller,
1983b). In addition, compared to the population at large, patrons of
science centers, zoos, and related institutions tend to have higher socio-
economic parameters, although institutions in urban areas attract more
diverse patrons. For example, at the New York Hall of Science, in Queens,
38 percent to 68 percent of family visitors are non-Caucasian (depending
on the season), probably because of the location of the institution and the
diversity of the staff (Morley and Associates, unpublished). In any case,
assessments should be conducted in ways that take into account potential
sample bias. Pre-surveys might be used to identify those biases.

Another potential obstacle to assessment in informal-learning
institutions is the reluctance of visitors to take part in structured inter-
views, surveys, or focus groups. Given the relatively short duration of a
typical visit, the desire of many patrons to move freely among exhibits of
their choosing, and the fact that admission is usually paid, this reluctance
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is understandable. Offering incentives for participation, such as token
gifts or free admission, may help to lower this barrier. Exhibit designs that
build in opportunities for assessment might also be helpful. For example,
assessment designers might consider using technologies that are portable
(e.g., PDAs, electronic tablets) and can be programmed to select assess-
ment items based on the visitor’s characteristics and physical location in an
exhibit space.

Sample Test Items10

Give an example of a type of technology you like.

Give an example of a type of technology you don’t like.

On a scale of 1 to 100, how much do you think technology affects
people’s lives?

On a scale of 1 to 100, how much of a role do you think people play
in shaping the technologies we have and use?

Give an example of how people like you and me shape technologies.

Imagine that you work for Coca Cola or Pepsi and you are part of
the team that came up with a new 20-ounce bottle. What steps did
you go through?

Imagine that you are an inventor, and a friend of yours asks you to
think about an idea. What steps would you go through to work on
this idea?

Do you ever do things that involve creating or designing some-
thing, testing it, modifying how you do it, evaluating how someone
uses it, and considering the consequences? Give an example.

10Test items are adapted from a formative evaluation conducted for the Oregon
Museum of Science and Industry by People, Places & Design Research, Northhampton,
Mass. Used with permission.
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7
Computer-Based
Assessment Methods

The committee believes that assessments of technological
literacy would benefit from—may even require—inno-
vative approaches, especially for the capability dimen-

sion, for which test takers must demonstrate iterative problem-solving
techniques typical of a design process. Even with thoughtfully developed
paper-and-pencil assessments, it would be extremely difficult to assess this
dimension. An alternative approach would be to present test takers with
hands-on laboratory exercises, but the costs and complexities of develop-
ing, administering, and “grading” a truly hands-on design or problem-
solving activity for a large sample of individuals would be prohibitive.

Social scientists, public opinion polling organizations, and others
interested in assessing what out-of-school experiences contribute to tech-
nological literacy have few tools at their disposal. In national-scale sur-
veys, for example, it is customary to contact participants by telephone
using various forms of random-digit dialing. However, response rates
have dropped significantly recently because of the number of research
surveys, the exponential increase in cell phone use, and other factors,
raising concerns about the reliability and validity of survey data. Free-
choice learning environments, such as museums and science centers, are
also struggling to find ways of measuring attitudinal changes and learning
as a result of exposure to exhibits and other programs.

The presentation strategies and analyses possible with computer-
based methods would be, at best, impractical, and often, out of the
question with traditional assessment methods. Computer-based methods
could have several advantages over traditional methods. They could pro-
vide faster, more accurate scoring (Bahr and Bahr, 1997), reduce test-
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administration times (Shermis et al., 1996), and make possible relatively
low-cost scaling to large numbers of test takers. They could also be
designed to meet the needs of special populations, including people with
physical disabilities and people from diverse cultural or linguistic back-
grounds (Naglieri et al., 2004).

However, there are legitimate concerns about using computers
in educational testing. A potential limitation, of course, is the lack of
computer literacy of the test population. Test takers—children or adults—
who do not have at least a basic familiarity with computers and computer
keyboarding may not perform as well as those who have at least basic
computer skills (Russell, 1999). In addition, requirements for computer
memory and processing speeds, graphics quality, and bandwidth—
for applications using the Internet—may pose significant cost and re-
source barriers.

Computer-based tests would be just as susceptible to cheating as
traditional paper-and-pencil assessments, although the types of cheating
and strategies for countering them may differ. For example, someone
other than the registered examinee could take the test or help answer
questions on an assessment administered remotely (online). To preclude
this kind of cheating, authentication could be attempted using a biometric
measure (e.g., a fingerprint or retina scan), or the test taker could be
required to take a short, proctored confirmatory test (Segall, 2001).

It is important to keep in mind that although computer technol-
ogy could potentially increase testing flexibility, authenticity, efficiency,
and accuracy, computer-based assessments must still be subject to the
same defensible standards as paper-and-pencil assessments, particularly if
the results are used to make important decisions. The reference of choice
is Standards for Educational and Psychological Testing (AERA et al., 1999).

The following discussion focuses on aspects of computer-based
testing that offer significant potential benefits for the assessment of tech-
nological literacy.

Computer-Based Adaptive Assessments

Computer-based, flexi-level, branching, and stratified adaptive
testing have been investigated for more than 30 years (Baker, 1989;
Bunderson et al., 1989; Lord, 1971a,b,c; van der Linden, 1995; Weiss,
1983). Research has been focused mostly on using interactive (computer)
technology to select, in real time, specific items to present to individual
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examinees based on responses to previous items. Incorrect responses evoke
less difficult items in that dimension, whereas correct responses
evoke increasingly difficult items until the standard error of estimate for
that dimension oscillates regularly—within preset confidence levels—
around a particular value.

Adaptive testing has been used by the U.S. Department of De-
fense in some high-profile areas. For example, a computerized version of
the Armed Services Vocational Ability Test (ASVAB) has been adminis-
tered to thousands of recruits since 1998. ASVAB now uses computers for
item writing, item banking, test construction, test administration, test
scoring, item and test analyses, and score reporting (Baker, 1989). Overall,
research findings and experience suggest that tests using adaptive tech-
niques are shorter, more precise, and more reliable than tests using other
techniques (Weiss, 2004). Therefore, it is reasonable to expect that adap-
tive testing would be effective for assessments of technological literacy.

However, computer-based adaptive testing has some shortcom-
ings. Because of the nature of the algorithms used to select successive test
questions, computer-adaptive items are usually presented only once. Thus,
test takers do not have an opportunity to review and modify responses,
which could be a disadvantage to some test takers who might improve
their scores by changing responses on a traditional paper-and-pencil test.

In theory, each person who takes a computer-adaptive test is
presented with a unique subset of the total pool of test items, which would
seem to make it very difficult for cheaters to beat the system by memoriz-
ing individual items. However, this assumption was challenged in the
mid-1990s when significant cheating was uncovered on the Educational
Testing Service (ETS) computer-adaptive Graduate Record Exam (Fair
Test Examiner, 1997), causing the company to withdraw this version of
the exam. ETS has since made a number of changes, including enlarging
the item pool, and the online test is now back on the market.

The two main costs of computer-adaptive testing are (1) the
software coding necessary to create an adaptive test environment and
(2) the creation of items. Although the cost varies depending on the
nature of the assessment, it is not unusual for an assessment developer to
spend $250,000 for software coding (D. Fletcher, Institute for Defense
Analyses, personal communication, February 27, 2006). Per-item devel-
opment costs are about the same for paper-and-pencil and computer-
adaptive tests, but two to four times as many items may be required to
support a computerized assessment. Nevertheless, computerized adaptive
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tests, such as the Renaissance Learning Star Reading Test (http://
www.renlearn.com/starreading/), are being used in some K–12 settings.
Some firms (e.g., Microsoft) are also using adaptive testing to certify an
individual’s product knowledge.

Simulations

Rather than presenting a series of test items, even items adapted
to an individual’s responses, assessments might be improved by immersing
the test taker in simulations of real-life situations. This idea is particularly
appealing for assessments of technological literacy, which necessarily em-
phasize capability and critical thinking and decision making, in addition
to basic knowledge.

With simulated environments, performance and competence can
be assessed in situations that cannot be attempted in the real world.
Aircraft can be crashed, bridges can be tested with heavy loads, expensive
equipment can be ruined, and lives can be risked in simulated environ-
ments in ways that would be impractical, or unthinkable, in the real
world. Simulated environments can also make the invisible visible, com-
press or expand time, and repeatedly reproduce events, situations, and
decision points.

The military has long used simulations to assess the readiness of
individuals and groups for military operations (Andrews and Bell, 2000;
Fletcher, 1999; Fletcher and Chatelier, 2000; Pohlman and Fletcher,
1999). Industry also uses simulation-based assessments for everything
from device maintenance and social role-playing to planning marketing
campaigns (Aldrich, 2004). In formal education, simulations and
computer-based modeling are being investigated as tools for improving
learning in biology, chemistry, and physics (e.g., Concord Consortium,
2005; TELS, 2005; Thinkertools, 2005).

Simulation can be used in a variety of ways: (1) in design, to
describe the behavior of a system that does not yet exist; (2) in analysis,
to describe the behavior of an existing system under various operating
conditions; (3) in training, to shape the behavior of individuals and groups
and prepare them for situations they may encounter on the job; and (4) in
entertainment, to provide computer games (Smith, 2000). The quality of
a simulation depends on its purpose—the question(s) it is expected to
answer—and the accuracy with which it represents system components
that are relevant to this purpose.
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A simulation can be used to situate individuals in the system it
represents and then compare their judgments about the operation of the
system with those of the simulation. Simulations might represent a system
with sufficient accuracy to allow individuals and groups to try to under-
stand and apply technology, without delving into the scientific basis of the
system’s operation.

Because simulation-based assessments have highly reactive and
interactive capabilities, they can be more sophisticated and elaborate than
paper-based tests and provide more comprehensive and more substantive
measures of technological literacy. Simulations can not only provide op-
portunities for individuals or teams to demonstrate technological literacy
through designing, building, and application capabilities, they can also
review the results, assess the ability to correct errors (if any), apply prob-
ability techniques to infer understanding of actions, and “coach” and
“supply hints” to improve partial solutions. One can imagine a number of
simulated design-related tasks (Box 7-1) in which individuals could build
and test their own systems and system components within a larger, simu-
lated context that could assess their actions.

One concern about computer-based simulations is the cost of
developing them. In some instances, the costs could even outweigh the
value of using simulation in an assessment. But determining when simula-
tion would be too expensive requires that one know the costs and benefits
of assessment with and without simulation, and the committee was unable
to find studies that address this issue.

Cost-benefit decisions would have to take into account the time-
saving potential of so-called authoring tools (software designed to sim-
plify the creation of simulations). A number of off-the-shelf products
have been developed for this purpose, such as Macromedia Captivate

BOX 7-1 Sample Simulation Tasks for Assessing Technological Literacy

• Assemble a working system from components.
• Disassemble a working system and identify the purpose of each component.
• Redesign a working system to make it more ergonomic, more environmentally friendly,

or more cost effective.
• Repair a nonworking or faulty system by replacing one or more components.
• Operate a system (or system of systems) to achieve a specified outcome.
• Observe a debate (portrayed by actors or animated figures) about a controversial new

technology, choose a point of view, and defend it using information gathered from the Web.
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(http://www.macromedia.com/software/captivate) and Vcommunicator Stu-
dio (http://www.vcom3d.com/vstuidio.htm). Other authoring tools have
been developed with government funding by academic researchers (e.g.,
Munro and Pizzini, 1996; Pizzini and Munro, 1998).

One study describes the use of DIAG, a set of authoring tools
developed by the Behavioral Technology Laboratories at the University of
Southern California, to create a simulation-based instructional module for
diagnosing faults in an aircraft power-distribution system (Towne, 1997).
The module consists of 28 screen displays (including a fully operational
front panel simulation), 13 operational circuit breakers, 11 connectors,
94 wires, and 21 other components that could be faulty. The system was
capable of generating and diagnosing 19,110 fault conditions.

Using the authoring tool, Towne found that it required 22 person-
days to develop the module with all of the control and logic necessary for
its operation as an instructional system. Without DIAG, he estimated
that the time required would be 168 days. Whether 22 days of a technician’s
time is a reasonable cost for the development of a computer-based simu-
lation for assessing technological literacy depends on the uses of the
simulation and the decisions it is intended to inform. In any case, this
study suggests that it is reasonable to expect that authoring tools will have
a substantial impact on the costs of developing simulations.

Despite increasing use of simulations by industry, the military,
and educators, the design, development, and use of simulations specifi-
cally for assessments is rarely discussed in the technical literature. In
addition, the prospect of assessment via simulation has raised questions
about measurement that are just being articulated and addressed by assess-
ment specialists. For instance, O’Neil and colleagues have conducted
empirical studies of psychometric properties, such as reliability, validity,
and precision (e.g., O’Neil et al., 1997a,b).

After reviewing the potential of using simulation for assessment,
the committee identified several questions for researchers (Box 7-2). With
simulations, individuals (or groups) may be immersed in a system (or
situation) that reacts to their decisions and allows them to achieve their
goals, or not—providing feedback on their success or failure. However,
sometimes test takers may take correct actions for the wrong reasons—in
other words, they may be lucky rather than competent. This could also
happen, of course, in any design problem or laboratory-based exercise.
Sometimes, if an incorrect decision is made early in the running of a
simulation, all subsequent actions, even if correct, may lead to failure at
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the end. Sometimes, an incorrect decision toward the end of a simulation
may be inconsequential. In addition, simulations begin with a set of
circumstances—a scenario. A change in any one of the circumstances
could change the entire nature of the assessment.

Nevertheless, researchers are making progress in using simula-
tions for assessing complex problem solving comparable to the skills
required for technological literacy. For instance, one promising approach
is based on evidence-centered design (ECD) (Mislevy et al., 2003). In this
approach, capabilities are identified for a subject area and organized into a
graphical framework. ECD then shows how to connect the responses of
test takers working in a complex simulated environment to the frame-
work. Bennett and colleagues (2003) have provided an example of how
ECD might be used to assess scientific-inquiry skills in a simulated
environment.

Simulations can also be used in networked configurations
to assess individuals or groups at any time and anywhere from remote

BOX 7-2 Sample Research Questions for Computer-Based Simulation and
Games for Assessment of Technological Literacy

Can each action taken by an individual in a simulation or game be treated as a test item and its correctness
judged by an on-demand, real-time assessment of the circumstances in which that action is taken, or must
prior actions that led to the context in which the action was taken be taken into account?

What model of technological expertise should be used, and how might that model be superimposed on
the simulation (or game) to identify participants’ areas and levels of capability?

How can individuals’ misconceptions about technology be incorporated into simulation-based assessments?

How can simulations and games be constructed to avoid gender, cultural, and other kinds of bias?

What aspects of technological literacy can best be measured via simulations and games?

Should simulation-based assessment be used to assess the technological literacy of groups or teams,
as opposed to the technological literacy of individuals?

Could automated means, such as those used by intelligent tutoring systems, be used to develop simulation-
and game-based assessments of technological literacy?

How can the costs of developing computer-based assessments be minimized?
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locations. Both the military and the computer-games industry have made
major investments in networked simulation. In the military, the focus is
on team performance, rather than individual performance. The members
of crews, teams, and units are assumed to be proficient in their individual
specialties (they are expected to know how to drive tanks, read maps, fly
airplanes, fire weapons) before they begin networked simulation exercises
(Alluisi, 1991). Because some aspects of technological literacy also involve
group coordination and communication, networked simulation may be
useful for assessing these competencies. However, as noted, development
costs may be higher than for more traditional test methods.

Computer-Based and Web-Based Games

Games, especially games available over the World Wide Web,
may also be useful for assessing technological literacy. Most technology-
based games incorporate simulations of real and/or imagined systems.
Although they emphasize entertainment over realism, well-designed games
provide both realism and entertainment.

Some games are designed to be played by thousands of players.
According to one estimate, there are some 5 million players of massive,
multiplayer, on-line games (MMOGs) with at least 10,000 subscribers
each (Woodcock, 2005). One might imagine an ongoing (continuous and
unobtrusive) assessment of technological literacy based on an MMOG
that collects data aggregated from the activities of hundreds of thousands
of players who could contribute minimal personal data without compro-
mising their privacy. Provisions would have to be put in place to ensure
that participation was voluntary.

One example of a game that might be adapted to assess techno-
logical literacy is “Monkey Wrench Conspiracy” (available from http://
www.Games2train.com). In this game, which is actually a set of training
modules for new users of another company’s computer-aided design/
computer-aided manufacturing (CAD/CAM) design software, the player
(i.e., trainee) becomes an intergalactic secret agent who has to save a space
station from attack by using CAD software to build tools, repair weapons,
and defeat booby traps. The 30 tasks to be performed are presented in
order of difficulty and keyed to increasing levels of technological capabil-
ity. Because the game is modular, modified or new tasks can be added
easily; thus, the concept of technological literacy could evolve with
the technology.
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Another useful feature of computer games is their capacity for
motivation. Great numbers of people are motivated to play games, per-
haps even games intended to assess technological literacy, for extended
periods of time, thereby increasing the reliability and accuracy of the
assessments they could provide. A computer game that assesses techno-
logical literacy could be a national assessment instrument for identifiable
segments of the population. If players allow their responses to be anony-
mously collected and pooled, a well designed game that taps into techno-
logical knowledge and capability could become an unobtrusive, continu-
ous, self-motivating, and inexpensive source of diagnostic information on
the levels of technological literacy of different segments of the national
population.

Considerable research has been done to identify and describe
gender differences in game-seeking and game-playing behavior, whether
on a personal computer, video arcade console, or online. In absolute
numbers, at least as many women as men play games, including online
games, but women prefer different types of games and different types
of interactions (Crusoe, 2005; Robar and Steele, 2004). Women prefer
quizzes, trivia games, and board and contest games, whereas men
prefer action games. Women tend to enjoy the social aspects of online
gaming and relationship-building in games. In contrast, men prefer
strategy games, military games, and games that involve fighting or shoot-
ing. Both men and women seem to be interested in simulations (e.g., The
Sims), racing games (e.g., Need for Speed Underground), and role-
playing games (e.g., Everquest).

Male-female differences in online game-playing behavior suggest
that assessments that rely on computer technology may also be skewed by
gender (i.e., sample bias). Other potential sources of sample bias include
socioeconomic status and age. Lower income individuals, for example,
may have relatively infrequent access to computers and computer-game
software and therefore may not have experience or interest in operating
computers and engaging in computer-based simulation. Similarly, older
adults who have not grown up in the digital age—a demographic Prensky
dubs “digital immigrants”—may have varying degrees of difficulty adapt-
ing to and using digital technology (Prensky, 2001). They may also simply
have less interest in interacting with computers. Whether or not one
accepts Prensky’s characterization, assessment developers will have to
ensure that the mode of assessment does not bias results based on test
takers’ computer literacy skills (Haertel and Wiley, 2003).
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Electronic Portfolios

Artists, dancers, musicians, actors, and photographers have used
portfolios to demonstrate their competency and show examples of their
work. In formal education, portfolios have been used in K–12 and under-
graduate classrooms, as well as schools of education (Carroll et al., 1996).
Portfolios typically document student projects, often detailing the itera-
tive steps in the production of a finished product. Portfolios can provide
information for both formative and summative assessments, as well as
an opportunity for making accurate measurements of performance and
self-reflection.

Traditional paper-based portfolios, which may include writing,
drawing, photos, and other visual information and which have been used
for decades by U.S. educators, have several limitations. Most important,
they require large amounts of physical storage space, and their contents
can be difficult to maintain and share. With the introduction of comput-
ers and online communication into educational settings in the early 1990s,
digital, or electronic, portfolios could be created (Georgi and Crowe,
1998). Electronic portfolios can be used for many purposes, including
marketing or employment (to highlight competencies), accountability (to
show attainment of standards), and self-reflection (to foster learning);
these purposes may sometimes be at odds with one another (Barrett and
Carney, 2005).

To the committee’s knowledge, electronic portfolios have not
been used in the United States to assess technological literacy as defined in
this report. However, electronic portfolios appear to be excellent tools for
documenting and exploring the process of technological design. A num-
ber of companies produce off-the-shelf portfolio software (e.g.,
HyperStudio, FolioLive [McGraw Hill]), and customized software is
being developed by universities and researchers in other settings (e.g,
Open Source Portfolio Initiative, http://www.osportfolio.org). The ques-
tion of whether existing software could be adapted for assessments of
technological literacy is a subject for further inquiry.

Traditional, paper-based portfolios have been an essential com-
ponent of the design and technology curriculum in the United Kingdom
for documenting and assessing student projects. The portfolios of some
500,000 16-year-olds are reviewed and graded every year. Assembling a
portfolio is a learning tool as much as an assessment tool, and students
typically report that they learn more from their major project—which may
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occupy them for as long as eight months of their final year—than from
anything else in their design and technology program (R. Kimbell, profes-
sor, Technology Education Research Unit, Goldsmiths College, London,
personal communication, May 5, 2005).

Recently, the British government funded a research group at
Goldsmiths College to develop an electronic-portfolio examination sys-
tem to enable students to develop design projects digitally, submit them
digitally (via a secure website), and have them assessed digitally. In addi-
tion to computers and CAD software, other technologies that might
enrich electronic portfolios are being considered, such as digital pens that
can store what has been written and drawn with them; personal digital
assistants that can store task-related data; and speech-to-text software
that can enable sharing and analysis of design discussions. If the prototype
system is successful, the research team will expand the electronic-portfolio
system for four other areas of the curriculum, English, science, and two
cross-curricular subjects.

Electronic Questionnaires

Adaptive testing, simulations, games, and portfolios could also be
used in informal-education settings, such as museums and science centers.
For example, portable devices, such as PC tablets and palm computers,
might be used in museums, where people move from place to place. A
questionnaire presented via these technologies could include logic branch-
ing and dynamic graphics, allowing a respondent to use visual as well as
verbal resources in thinking about the question (Miller, 2004).

Very short questionnaires, consisting of only one or two ques-
tions, could be delivered as text messages on cell phones, a technique that
some marketing companies now use to test consumer reactions to poten-
tial new products or product-related advertising. At least one polling
organization used a similar technique to gauge young voters’ political
leanings during the 2004 U.S. presidential election (Zogby International,
2004). Finally, considering that more than 70 percent of U.S. homes have
Internet access (Duffy and Kirkley, 2004), informal-learning centers,
survey researchers, and others interested in tapping into public knowledge
and attitudes about technology could send follow-up questionnaires by
e-mail or online. Several relatively inexpensive software packages are
available for designing and conducting online surveys, and the resulting
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data usually cost less and are of higher quality than data from traditional
printed questionnaires or telephone interviews.
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8
Findings and
Recommendations

The overarching goal of assessing technological literacy is
to provide an accurate picture of what Americans of all
ages know and can do with respect to technology. After

reviewing the literature related to assessment, cognition, and technologi-
cal literacy; receiving input from a variety of stakeholders; and drawing on
its own experiences and judgment, the committee developed the following
general principles to guide the development of assessments of technologi-
cal literacy for students, teachers, and out-of-school adults:

1. Assessments should be designed with a clear purpose in mind.
The purpose must be clear to the developers of the assessment, as
well as to test takers and the users of the results.

2. Assessment developers should take into account research
findings related to how children and adults learn, including
how they learn about technology. Insights into how conceptual
understanding of technology develops and the mental processes
involved in solving technological problems can help assessment
designers construct appropriate items and tasks.

3. The content of an assessment should be based on rigorously
developed learning standards. The knowledge and skills
identified in learning standards reflect the judgments of technical
experts and experienced educators about the development of
technological literacy.

4. Assessments should provide information about all three
dimensions of technological literacy—knowledge, capabilities,
and critical thinking and decision making. Meaningful
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conclusions about the state of technological literacy in the United
States must reflect skills and knowledge in all three dimensions.

5. Assessments should not reflect gender, culture, or socio-
economic bias. Because of the nature of technology, men and
women, people from different cultures, and people from different
economic backgrounds experience and value technology in
different ways. Designers of assessments must take these
differences into account to avoid including items and tasks that
favor or disadvantage particular groups.

6. Assessments should be accessible to people with mental or
physical disabilities. In keeping with federal and state laws and
regulations, assessments of technological literacy must be designed,
as much as possible, to allow individuals with mental or physical
disabilities to participate.

In addition to these general guidelines, the committee developed
findings and related recommendations in five categories: opportunities for
assessment; research on learning; the use of innovative measurement
techniques; framework development; and broadening the definition of
technology. The numbering of the recommendations does not indicate
prioritization. Although some recommendations will be easier to imple-
ment than others, the recommendations are interdependent, and the
committee believes that all of them are necessary.

Opportunities for Assessment

General Findings

Based on the review of assessment instruments (Chapter 4 and
Appendix E) and input from participants in a committee-sponsored
workshop, the committee finds that the assessment of technological
literacy is in its infancy. This is not surprising considering that most
students still have no access to courses in school that are likely to encour-
age technological thinking. Although a majority of states have adopted
the learning goals spelled out in the ITEA standards in one form or
another, fewer than one-quarter require that students take coursework
consistent with the standards in order to graduate (Meade and Dugger,
2004). With the notable exception of technology educators, few teachers
currently have an incentive to learn about or demonstrate knowledge of
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technology as described in Technically Speaking. Finally, very little thought
has been given to assessing the technological literacy or attitudes toward
technology of out-of-school adults.

On a more positive note, the review of assessment instruments
suggests that valid and reliable items can be developed that address one or
more of the cognitive dimensions and all of the content domains of
technological literacy. Items related to critical thinking and decision mak-
ing may be the most challenging for assessment developers, and time and
resource constraints will pose obstacles to the development of items to
measure design-related capability. But both types of items can and should
be developed.

The paucity of instruments for measuring technological literacy
in informal-learning settings, such as museums, indicates a major area of
opportunity. Adults and children learn about many things, including
technology, through exposure to television, the Internet, movies, maga-
zines, books, and other media, as well as through life experiences and self-
study. Very few of the assessments seen by the committee attempt to
document the effects of learning outside of a formal school structure or
learning related to the use of specific technologies (Gee, 2003; Kasesniemi
and Rautiainen, 2002; Valentine et al., 2000).

Until rigorously developed assessments of technological literacy
become more prevalent in the United States, neither educators nor policy
makers, business leaders, or the public at large will be able to gauge
the ability of citizens to participate confidently and responsibly in our
technology-dependent world.

The committee finds there are two main areas of opportunity for
increasing the use of assessments of technological literacy: (1) the modifi-
cation of existing assessments; and (2) the development of new assess-
ments. Existing assessments in technology-related subject areas, particu-
larly science, mathematics, and history (or social studies), could be modified
by adding items, tasks, or survey questions for measuring technological
literacy. The obvious benefit of this strategy is that it leverages validated
assessment designs and existing implementation networks. This “plug-
and-play” approach would also provide data about technological literacy
relatively quickly.

The second area of opportunity is the development of new assess-
ment instruments devoted entirely to technological literacy. This more
ambitious course of action would require breaking new ground. The
development of assessment instruments de novo, especially in an area like
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technology, which is largely outside the mainstream of formal education,
would face significant hurdles, as noted in several case studies in Chap-
ter 6. However, the potential benefits would also be significant, especially
the prospect of realizing a comprehensive picture of Americans’ under-
standing of and engagement in our technological world.

The two areas of opportunity just described are not mutually
exclusive, and the committee recommends that both approaches be pur-
sued simultaneously. As a practical matter, data gathered from early,
integrative attempts to assess aspects of technological literacy would pro-
vide valuable input for comprehensive, stand-alone assessments, whether
for students, teachers, or out-of-school adults. No matter which approach
is taken, assessment items should be designed to encourage both higher
order and design-related thinking, because questions and tasks that re-
quire the analysis and synthesis of information are more useful for measur-
ing technological literacy than items that require the recall of information.
And because design processes are at the heart of technology development,
it makes sense that assessments of technological literacy provide opportu-
nities for people to demonstrate design capability. Of course, test instru-
ments and the specification of test items in assessments for students must
be aligned with content standards and curriculum.

The gaps in our understanding of attitudes toward technology are
as wide as the gaps in our knowledge of what people know and can do
with respect to technology. Attitudinal information for all three popula-
tions would benefit the developers of assessments and researchers. Assess-
ments designed to measure attitudes toward technology must include all
of the components of attitudes—cognition, affect, and a tendency toward
action (cf. Box 2-3). Designers should attempt to address all aspects of
these components and should specifically elicit positive/negative or favor-
able/unfavorable responses to particular aspects or objects of technology.

Findings and Recommendations for K–12 Students

There are a handful of established, thoughtfully developed na-
tional and international assessments to which technology-related items
might be added. The National Assessment of Educational Progress
(NAEP) samples achievement in reading, mathematics, writing, and sci-
ence, among other subjects, in U.S. 5th-, 8th-, and 12th-graders.
All states that receive Title I funds must take part in the NAEP assess-
ments of mathematics and reading; participation in writing and science
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assessments is optional. Data from a subset of public schools participating
in state NAEP assessments are combined to provide a representative
national sample. NAEP results are reported on the national and state level
and by region of the country, but not by school district, school, or
individual student. Group statistics are broken down by gender, race/
ethnicity, and a host of other variables to shed light on students’ instruc-
tional experiences.

The most recent science-focused NAEP assessment was con-
ducted in spring 2005. In late 2004, the agency hired WestEd, a regional
education laboratory, to develop a new framework for a science assess-
ment, which will be the basis of the next NAEP science test, in 2009. A
draft of the framework was published for public comment in fall 2005
(NAGB, 2005). NAEP also occasionally conducts so-called special stud-
ies, usually small-scale projects to test new approaches, explore new con-
tent, or assess achievement in particular population groups.

Independent of NAEP, all states must assess the reading and
mathematics achievement for all public-school students in grades 3 through
8, and at least once in grades 10 through 12, as part of the No Child Left
Behind Act of 2001 (NCLB; P.L. 107-110). NCLB requires that indi-
vidual and school-level results be reported. States are required to begin a
similar testing regimen for science achievement in 2007.

NCLB heavily promotes the use of educational technology in
schools. Among other provisions, the law requires that states make a
determination of the “technology literacy” of all students by the end of
grade 8, and language in the accompanying House report on the legisla-
tion notes the importance of students becoming “technologically literate.”
However, it is clear from the context of these references that the concept
of technological literacy in these documents differs substantially from the
concept described in Technically Speaking (NAE and NRC, 2002).

In early 2005, the Educational Testing Service released a new
Information and Communication Technology (ICT) Literacy Assess-
ment for college-age students that focuses on how well they understand,
use, and make decisions about information technology (ETS, 2005).

The United States participates in two large-scale international
assessments of K–12 students. The Trends in Mathematics and Science
Study (TIMSS), based on science and mathematics curricula in partici-
pating countries, is given in grades 4, 8, and the last year of high school.
TIMSS includes an analysis of frameworks and standards, a video analysis
of teaching, and a review of textbooks.
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The second international assessment, the Programme for Inter-
national Student Assessment (PISA), is intended to gauge how well 15-
year-old students apply and use what they have learned in and out of
school in mathematics, reading, and science as an indication of the quality
of potential entrants to the workforce. PISA is administered every three
years, with the emphasis on one of the three subjects. The 2003 assess-
ment, which was focused on mathematics, included a one-time cross-
curricular measure of problem solving (OECD, 2004). Among other
competencies, test items addressed students’ ability to design solutions to
practical problems under specified constraints and to troubleshoot every-
day problems. The 2006 PISA assessment, which will be focused on
science, will include a section called “Science and Technology in Society.”

Recommendation 1. The National Assessment Governing Board,
which oversees the National Assessment of Educational Progress
(NAEP), should authorize special studies of the assessment of techno-
logical literacy as part of the 2009 NAEP mathematics and science
assessments and the 2010 NAEP U.S. history assessment. The studies
should explore the content connections between technology, science,
mathematics, and U.S. history to determine the feasibility of adding
technology-related items to future NAEP assessments in these subjects.

Recommendation 2. The U.S. Department of Education and Na-
tional Science Foundation (NSF) should send a recommendation to
the International Association for the Evaluation of Educational
Achievement and the Trends in Mathematics and Science Study
(TIMSS) governing board encouraging them to include technological
literacy items in TIMSS assessments as a context for assessments of
science and mathematics. The U.S. Department of Education and
NSF should send a recommendation to the Organization for
Economic Cooperation and Development and the governing board
for the Programme for International Student Assessment (PISA)
supporting the inclusion of technological literacy items as a cross-
curricular competency.

The second area of opportunity for assessing technological lit-
eracy in the K–12 population is to create de novo instruments. This more
ambitious course of action would face significant challenges but would
also have significant potential benefits, such as providing a comprehensive
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picture of young Americans’ understanding of and engagement in our
technological world.

In spring 2005, the National Assessment Governing Board
(NAGB), which oversees NAEP assessments, authorized a “probe study”
of assessing technological literacy. Probe studies are small-scale research
projects to determine the feasibility of developing new large-scale assess-
ments under the NAEP umbrella. Among other things, the probe study
of the assessment of technological literacy will look into the pros and cons
of different assessment methods and collect considerable attitudinal data.

The NAGB probe study is a very encouraging development that
suggests the possibility of collecting national sample-based data on tech-
nological literacy among U.S. K–12 students. However, the results of the
study will not be known for many years. Because of the time required to
develop a conceptual framework and conduct field tests of assessment
items, the actual assessment will not take place until 2012. If NAGB then
decides to add technological literacy to the subjects routinely assessed by
NAEP, it could take another four years for a national test to be administered.

The committee believes that other efforts should be undertaken
in the meantime to develop stand-alone assessments of technological
literacy for K–12 students. For one thing, there is no guarantee that
NAGB will ultimately decide to support a national test of technological
literacy. Even if it does, however, the assessment methods, specific test
items, and uses of assessment data are not likely to satisfy the needs or
interests of all stakeholders.

Recommendation 3. The National Science Foundation should fund a
number of sample-based studies of technological literacy in K–12
students. The studies should have different assessment designs and
should assess different population subsets, based on geography, popu-
lation density, socioeconomic status, and other factors. Decisions about
the content of test items, the distribution of items among the three
dimensions of technological literacy, and performance levels should be
based on a detailed assessment framework.

Findings and Recommendations for K–12 Teachers

Technological literacy is especially important for teachers. In
various forms, technology is integral to virtually every aspect of society.
Therefore, no matter what the academic discipline, from history to art to
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science, teachers should be able to discuss issues related to technology. For
example, technology has been a critical factor in the economic and cultural
development of the United States and is, therefore, critical to a compre-
hensive understanding of social and historical developments. Whereas
science and mathematics are important in their own right, technology
requires the application of scientific and mathematical principles to solve
practical problems. Most discoveries in science would not have been
possible without technological tools, such as microscopes, radiotelescopes,
and genetic engineering. This basic understanding should be an aspect of
teaching in every subject, and both students and teachers should have
hands-on exposure to design processes that involve the use of tools
and materials.

Anecdotally, the committee found that many teachers, particu-
larly science teachers, do introduce technology-related concepts in their
classrooms. However, very little information is available about the techno-
logical literacy of teachers. An assessment for prospective teachers of
technology is offered through the Educational Testing Service Praxis
series, and technology-related items are included in the Praxis tests given
to pre-service science teachers. However, the committee believes that
neither assessment adequately measures technological literacy. In addi-
tion, because Praxis tests are designed to assess individual performance,
the results are not aggregated or made public. Thus, they cannot easily
inform policies related to teacher education or curriculum development.

The committee recognizes that it would be difficult to persuade
teachers to take part in assessments. Teachers and teachers’ unions have
traditionally opposed tests of knowledge or skills, except for the purposes
of certification or licensing. However, since the passage of NCLB in
2001, the situation has changed somewhat. Provisions in NCLB related
to teacher quality provide incentives to states to document that teachers
are knowledgeable in the subjects they teach. By the end of the 2005–2006
school year, all states will be required to show that teachers of core subjects
are “highly qualified” (DoEd, 2005),1 and future teachers will have to

1Teachers are deemed “highly qualified” if they have a bachelor’s degree, certifica-
tion, or license from the state and can prove that they know the subject they teach.
Teachers may satisfy the last requirement in several ways, including having majored or
earned college credits equivalent to a major in the subject, having gained advanced
certification from the state or a graduate degree, or having passed a state-developed
test. Although the number of teachers who have opted for the testing option is not
known, nearly every state offers tests in the core subjects (K. Walsh, president,
National Council on Teacher Quality, personal communication, August 18, 2005).
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meet the same requirements. (Even if NCLB is modified or abandoned
completely by a future administration or Congress, it is likely that teacher
competency related to information technology will still be required.)

Passing a competency test, such as those developed by Praxis or
by the state, is one of several ways teachers can meet the quality mandate.
Thus, given the relevance of technological understanding to a broad range
of academic subjects and the current emphasis on teacher quality, NCLB
provides an important opportunity for assessment at the state level.

Recommendation 4. When states determine whether teachers are
“highly qualified” under the provisions of the No Child Left Behind
Act (NCLB), they should ensure—to the extent possible—that assess-
ments used for this purpose include items that measure technological
literacy. This is especially important for science, mathematics, history,
and social studies teachers, but it should also be considered for teachers
of other subjects. In the review of state plans for compliance with
NCLB, the U.S. Department of Education should consider the extent
to which states have fulfilled this objective.

A different approach will be necessary to assess technological
literacy among teachers at the national level. Because of financial, time,
and logistical constraints, it will not be possible to administer the same
battery of test items to every teacher in the United States. Thus, some type
of sampling will be necessary. NAGB, which administers national student
assessments, and other organizations use matrix sampling, in which par-
ticipating individuals are presented with a subset of the total number of
test items. By combining the results for a number of subsets, it is possible
to construct a complete picture of performance.

One drawback of matrix sampling is that, because no individual
answers all of the questions, individual scores cannot be reported. Thus,
although matrix-sample results may reveal performance trends in certain
subgroups—for example, all 3rd-grade teachers of science—it has no
diagnostic value for individual teachers. In one sense, however, the ab-
sence of individual scores may be an advantage because it may alleviate
fears that assessment results might be used by educational administrators
to make pay or retention decisions.

Another form of sampling, census sampling, involves administer-
ing the same or comparable set of questions to a sample of people in a
single group. With census sampling, individual scoring can be done,
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which is a significant advantage if the goal is to diagnose teacher’s strengths
and weaknesses. However, census sampling typically involves more lim-
ited coverage of subject matter than matrix sampling because fewer ques-
tions can be asked. In addition, because individual performance levels can
be identified, some teachers may not want to participate. Their reluctance
might be overcome by legal assurances that the results would not be used
for determining individual rewards or punishments and/or by providing
reasonable compensation for participation.

Recommendation 5. The National Science Foundation and U.S. De-
partment of Education should fund the development and pilot testing
of sample-based assessments of technological literacy among pre-service
and in-service teachers of science, technology, English, social studies,
and mathematics. These assessments should be informed by carefully
developed assessment frameworks. The results should be disseminated
to schools of education, curriculum developers, state boards of education,
and other groups concerned with teacher preparation and teacher quality.

Findings and Recommendation for

Out-of-School Adults

Very little information is available about technological literacy
levels among American adults. As noted in the Introduction to this report,
government, industry, the media, social science researchers, and other
groups would all benefit from having more information about what out-
of-school adults know and think about technology.

Some important data are provided by the 2001 and 2004 ITEA/
Gallup polls, but they are limited in scope and treat the three dimensions
of technological literacy unevenly, making it difficult to draw conclusions.
NSF’s biannual reports on public understanding of science and technology
(S&T) provide some useful information, but NSF’s efforts were focused
on science and science literacy, rather than technology and technological
literacy. In 2003, NSF discontinued funding for its longstanding survey of
adult S&T literacy, which was published as part of the Indicators reports
(see, for example, NSB, 2004). No other federal agencies with a role in
education, technology research and development, or communicating with
the public about technological issues have invested in efforts to document
adults’ understanding of technology.
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Some of the questions from the NSF survey are being added to
the 2005/2006 General Social Survey (GSS), another longstanding project
now administered biennially by the National Opinion Research Center;
other items from the NSF survey have been used by the Survey Research
Center of the University of Michigan and other public opinion research
groups (J. Miller, director, Center for Biomedical Communications, North-
western University, personal communication, September 12, 2005). The
GSS survey focuses mostly on national spending priorities, drinking be-
havior, marijuana use, crime and punishment, race relations, quality of
life, confidence in institutions, and membership in voluntary associations
(NORC, 2005). However, the survey periodically includes modules
on new topics funded by outside sources, usually foundations or govern-
ment agencies.

The National Household Education Surveys (NHES) Program,
conducted by the National Center for Education Statistics, provides de-
scriptive data on the educational activities of U.S. adults, children, and
families. NHES, like GSS, also occasionally conducts one-time special
studies. Since its inception in 1991, NHES has conducted three special
studies, on civic involvement, household library use, and school safety and
discipline (NCES, 2005).

Through the National Adult Literacy Survey, the United States
assesses traditional literacy (i.e., written and spoken language compe-
tency) in adults. In the 1990s, the U.S. Department of Education, Educa-
tional Testing Service, and WestEd (a regional educational laboratory)
participated in two International Adult Literacy Surveys (IALS), which
surveyed prose and document literacy, as well as quantitative literacy.
More recently, the United States and several other countries developed
and administered a revamped international literacy assessment called the
Adult Literacy and Lifeskills (ALL) Survey. Like IALS, ALL focuses on
prose and document literacy, but also redefines quantitative literacy as
numeracy, implying a broader range of activities, some of which might be
relevant to assessing technological literacy (Lemke, 2004).

In addition, ALL measures a cross-curricular area of competency
related to problem solving (OECD and Statistics Canada, 2005). The
ITEA Standards for Technological Literacy suggest that all students should
be familiar with problem solving, a distinguishing feature of the techno-
logical design process. Technological problem solving in adults might be
manifested in concrete ways (e.g., determining possible reasons a flashlight
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does not work or a car does not start or a door sticks after heavy rain and
then figuring out how to correct the problem).

Another consideration in assessing or surveying adults is defining
the target population (e.g., technology consumers, people attentive to
public policy, or the general population) and defining an appropriate
purpose for an assessment of each (see Case 4 in Chapter 6). Technology
consumers, for instance, may include adults and adolescents, who are
major purchasers of technological products and services. Periodic surveys
of consumers conducted by the University of Michigan Survey Research
Center measure consumer understanding of selected technologies.

Recommendation 6. The International Technology Education Asso-
ciation should continue to conduct a poll on technological literacy every
several years, adding items that address the three dimensions of tech-
nological literacy, in order to build a database that reflects changes over
time in adult knowledge of and attitudes toward technology. In addi-
tion, the U.S. Department of Education, working with its international
partners, should expand the problem-solving component of the Adult
Literacy and Lifeskills Survey to include items relevant to the assess-
ment of technological literacy. These items should be designed to
gauge participants’ general problem-solving capabilities in the context
of familiar, relevant situations. Agencies that could benefit by knowing
more about adult understanding of technology, such as the National
Science Foundation, U.S. Department of Education, U.S. Department
of Defense, and National Institutes of Health, should consider funding
projects to develop and conduct studies of technological literacy. Finally,
opportunities for integrating relevant knowledge and attitude measures
into existing studies, such as the General Social Survey, the National
Household Education Survey, and Surveys of Consumers, should
be pursued.

Research on Learning

Based on a review of committee-commissioned surveys of the
literature on learning related to technology (Petrina et al., 2004) and
engineering (Waller, 2004), as well as the expert judgments of committee
members, the committee finds that the research base on how people learn
about technology, engineering, design, and related ideas is relatively im-
mature. Most of the research—particularly related to engineering—relates
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to what people know or how knowledge varies by population, rather than
how information is acquired, processed, and represented. Although re-
searchers have turned up some important clues, the overall picture of how
people come to understand and work with technology is far from clear.
Based on the small number of published studies in this area, only a few
graduate programs in engineering and technology education support re-
search on how people learn.

The committee also finds that research on learning has tradition-
ally been considered a public good and, therefore, has been supported by
government agencies whose missions include the improvement of the
U.S. education enterprise, rather than by the private sector. This is a trend
that can be expected to continue.

A number of study designs, including those that use surveys,
interviews, focus groups, and hands-on activities, are suitable for assessing
some aspects of adult learning related to technology. Places where adults
congregate for social, educational, or other reasons present interesting
opportunities for data gathering, especially for pilot studies and measure-
ment test beds. Exploratory studies with volunteer test takers could be an
important part of this research, although more definitive studies would
certainly require larger probability-based samples.

For all three populations—students, teachers, and out-of-school
adults—it is important for assessment designers to know how mental
structures, or schema, support problem solving in technology; the role of
prior knowledge, including misconceptions, in understanding technology
and design; how an understanding of core ideas in technology, such as
systems and trade-offs, transfers to other knowledge domains; and how
the social context (e.g., the classroom, home, or workplace) facilitates or
hinders knowledge acquisition.

A number of specific research questions were suggested in the
section on cognition in Chapter 4 of this report. Although that list is far
from exhaustive, it provides a starting point for investigations in this area.

Recommendation 7. The National Science Foundation or U.S. De-
partment of Education should fund a synthesis study focused on how
children learn technological concepts. The study should draw on the
findings of multidisciplinary research in mathematics learning, spatial
reasoning, design thinking, and problem solving. The study should
provide guidance on pedagogical, assessment, teacher education, and
curricular issues of interest to educators at all levels, teacher-education
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providers and licensing bodies, education researchers, and federal and
state education agencies.

Recommendation 8. The National Science Foundation (NSF) and
U.S. Department of Education should support a research-capacity-
building initiative related to the assessment of technological literacy.
The initiative should focus on supporting graduate and postgraduate
research related to how students and teachers learn technology and
engineering concepts. Funding should be directed to academic centers
of excellence in education research—including, but not limited to,
NSF-funded centers for learning and teaching—whose missions and
capabilities are aligned with the goal of this recommendation.

Recommendation 9. The National Science Foundation should take
the lead in organizing an interagency federal research initiative to
investigate technological learning in adults. Because adult learning is
continuous, longitudinal studies should be encouraged. Informal-learn-
ing institutions that engage broad populations, such as museums and
science centers, should be considered important venues for research on
adult learning, particularly related to technological capability. To en-
sure that the perspectives of adults from a variety of cultural and
socioeconomic backgrounds are included, studies should also involve
community colleges, nonprofit community outreach programs, and
other programs that engage diverse populations.

Innovative Measurement Techniques

The increasing speed, power, and ubiquity of computers in vari-
ous configurations (e.g., desktops, laptops, personal digital assistants,
e-tablets, and cell phones), combined with increasing access to the Internet,
could support a variety of innovative approaches to assessment. Consider-
able work is already being done to develop software applications, includ-
ing simulation authoring tools, that could be used by assessment develop-
ers to save time and money in the test design process.

Computer-based testing is particularly appealing for the assess-
ment of technological literacy. As detailed in Chapter 7, computer-
adaptive testing has the potential to assess student knowledge of technol-
ogy quickly, reliably, and inexpensively. Simulation could be used as a safe
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and economical means of assessing more procedural, analytical, and abstract
capabilities and skills. The use of Internet-based, massive-multiplayer
online games to conduct assessments could be sufficiently motivating and
inexpensive to engage very large numbers of individuals for extended
periods of time.

At the same time, it is clear that more research and development
will be necessary before computer-based assessments can be used with full
confidence—and affordability—to assess technological literacy. For one
thing, the formal, psychometric properties of simulation must be better
understood. In addition, the cost of developing simulations de novo may
be prohibitive. Nevertheless, the possibilities are tantalizing, especially the
prospect of providing children and adults with authentic problem-solving
and design challenges that map to the dimensions of technological literacy.

A potentially large number of organizations and individuals have
a direct or indirect interest in how computers might be used to measure
design and problem-solving capabilities, a key aspect of technological
literacy. They include federal agencies (e.g., National Science Foundation,
U.S. Department of Defense, U.S. Department of Labor), museums and
science centers, private assessment-development companies (e.g., Educa-
tional Testing Service, ACT, McGraw Hill, Knowledge Networks, Har-
ris Interactive), computer game and software firms, technology-intensive
industries (e.g., computer hardware and software manufacturers,
aerospace firms, makers of telemedicine and computer-assisted surgical
systems), and university-based scientists and social scientists working in
this area. The federal government could encourage research in this area (as
it has in other areas of national interest) by bringing these organizations
and individuals together.

Recommendation 10. The National Institute of Standards and Tech-
nology, which has a broad mandate to promote technology develop-
ment and an extensive track record in organizing research conferences,
should convene a major national meeting to explore the potential of
innovative, computer-based techniques for assessing technological lit-
eracy in students, teachers, and out-of-school adults. The conference
should be informed by research related to assessments of science in-
quiry and scientific reasoning and should consider how innovative
assessment techniques compare with traditional methods.
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Framework Development

An important and often necessary first step in the development of
an assessment for technological literacy is the creation of a conceptual
framework. Although a number of frameworks have been developed in
other subjects, such as mathematics, science, and history, the committee
found no frameworks for the domain of technology. Framework develop-
ment requires resources and time but is essential for clarifying and orga-
nizing the content of an assessment. Ideally, rigorously developed frame-
works should inform the development of both stand-alone assessments
of technological literacy and assessments in other subjects that include
technology-related questions. Even in the absence of a framework, how-
ever, the committee believes that the pursuit of integrative strategies for
gaining information about technological literacy should continue.

The list of things one might know and be able to do with respect
to technology is practically limitless. Even with the benefit of thoughtfully
developed content standards, such as those produced by ITEA, creating a
workable framework for the assessment of technological literacy will re-
quire narrowing the scope of the content. The authors of Science for All
Americans (AAAS, 1990), whose argument for science literacy laid the
groundwork for the AAAS and NRC science standards, addressed this
problem directly. Their solution was to develop criteria (utility, social
responsibility, intrinsic value of knowledge, philosophical value, and child-
hood enrichment) for determining the most important science content
students should learn. Designers of a framework for an assessment of
technological literacy will have to undertake a similar exercise to narrow
and prioritize the content.

In Chapter 3, the committee proposed a matrix that could be
helpful in designing a framework; however, the matrix is only one of a
number of possible arrangements of content. No doubt the initial frame-
work will require reworking as information is collected about what people
know and can do with respect to technology. Reworking reflects a natural
evolution and improvement in assessment design.

The committee’s matrix relies heavily on frameworks designed to
support assessments in student populations, rather than teachers and out-
of-school adults. However, the committee believes that the proposed
matrix would also be useful for the development of assessment frame-
works for the other two populations. For out-of-school adults, rather than
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content standards designed for use in formal education, expectations for
technological literacy could be based on what an informed member of the
public (someone who has had exposure to informal-learning opportuni-
ties, including news media and museums and science centers) might be
expected to know and do. Framework designers might also take
into consideration educational background and work experience, both of
which could affect performance in one or more dimensions of tech-
nological literacy.

Recommendation 11. Assessments of technological literacy in K–12
students, K–12 teachers, and out-of-school adults should be guided by
rigorously developed assessment frameworks.

• For K–12 students, the National Assessment Governing Board,
which has considerable experience in the development of assess-
ment frameworks in other subjects, should commission the devel-
opment of a framework to guide the development of national and
state-level assessments of technological literacy.

• For K–12 teachers, the National Science Foundation and U.S.
Department of Education, which both have programmatic inter-
ests in improving teacher quality, should fund research to develop
a framework for an assessment of technological literacy in this
population. The research should focus on (1) determining how
the technological literacy needs of teachers differ from those of
student populations and (2) strategies for implementing teacher
assessments in a way that would provide useful information for
both teachers and policy makers. The resulting framework would
be a prerequisite for assessments of all teachers, including general-
ists and middle- and high-school subject-matter specialists.

• For out-of-school adults, the National Science Foundation and
U.S. Department of Education, which both have programmatic
activities that address adult literacy, should fund research to de-
velop a framework for the assessment of technological literacy in
this population. The research should focus on determining thresh-
olds of technological literacy necessary for adults to make informed,
everyday, technology-related decisions.
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Definition of Technology

Based on data from ITEA’s two Gallup polls on techno-
logical literacy (ITEA, 2001, 2004), input from the participants in the
committee-sponsored workshop, and informal discussions with a variety
of individuals knowledgeable about technological literacy, the committee
finds that confusion about the word “technology” and the term “techno-
logical literacy” is one of the most serious challenges to improving techno-
logical literacy in the United States. Although resolving the confusion was
not an explicit requirement of the committee’s charge, the committee
concluded that everyone interested in assessments of technological literacy
should be sensitized to this issue.

The confusion is fundamentally about the role of computers in
our lives. There is considerable interest in the United States in measuring
what adults and children know about and can do with computer technol-
ogy. Some states, testing companies (e.g., ETS), and the federal govern-
ment (through NCLB), among others, support the development of, or
have developed assessments for measuring computer-related literacy. Stan-
dards for the use of information technology by K–12 students developed
by the International Society for Technology in Education (ISTE, 1998)
have been adopted or adapted by many states. In the K–12 arena, com-
puter and other information technologies are now commonly referred to
as “educational technologies,” tools to aid learning.

Undoubtedly, people who live in a modern nation like the United
States benefit by being able to use computer technologies. Thus, assess-
ments of computer or information-technology literacy focused on applica-
tion skills are important, particularly for students. But these assessments
would be even more useful if they were expanded to address more endur-
ing conceptions of technology, as discussed in Technically Speaking (NAE
and NRC, 2002) and detailed in national educational standards for sci-
ence (AAAS, 1993; NRC, 1996) and technology (ITEA, 2000). Policy
makers would benefit from knowing not only the capabilities of certain
populations in using computer technology, but also the abilities of citizens
to think critically and make sensible decisions about technological devel-
opment in a much broader sense.

Recommendation 12. The U.S. Department of Education, state edu-
cation departments, private educational testing companies, and educa-
tion-related accreditation organizations should broaden the definition
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of “technological literacy” to include not only the use of educational
technologies (computers) but also the study of technology, as described
in the International Technology Education Association Standards for
Technological Literacy and the National Academy of Engineering and
National Research Council report, Technically Speaking.

Conclusion

Although all of the issues addressed in the recommendations are
important, some recommended actions are easier and less costly to imple-
ment—and more likely to have near-term results—than others. For ex-
ample, unlike the creation of de novo assessments (Recommendations 3
and 5), the integration of technology-related items into existing assess-
ments (Recommendations 1, 2, 4, and 6) would take advantage of existing
instruments and a testing infrastructure.

In addition, many of the recommendations are interdependent.
For instance, all assessments for technological literacy would benefit from
the development of detailed assessment frameworks (Recommendation 11),
and frameworks and assessments would improve as more becomes known
about how adults and children learn technology- and engineering-related
concepts (Recommendations 7, 8, and 9). This research would also inform
efforts to exploit new techniques, such as simulation and gaming, for
measuring what people know and can do with respect to technology
(Recommendation 10). And these novel assessment tools have the potential
to improve dramatically our ability to gauge technological literacy,
particularly the capabilities dimension. As educators, policy makers, and
the public at large begin to adopt a broader view of technology
(Recommendation 12), the assessment of technological literacy would be
recognized as not only important, but necessary.

The recommendations are addressed to a large number of enti-
ties, most of them government agencies (Table 8-1). The focus on the
public sector is deliberate, because technological literacy—like traditional
literacy, science literacy, civics, and numeracy—is considered a public
good. In addition, improving and expanding the assessment of techno-
logical literacy will require broad-based, coordinated efforts by federal
and state agencies with an interest or role in supporting science and
engineering research, developing new technologies, maintaining and pro-
tecting the infrastructure, and training the nation’s technical workforce.
However, as noted in the Introduction, many nongovernmental
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TABLE 8-1 Recommendations, by Target Population, Type of Action, and Actors

Target
Recommendation Population Type of Action Actor(s)

1 K–12 students Integrate items into existing National Assessment Governing
national assessment. Board (NAGB)

2 K–12 students Integrate items into existing U.S. Department of Education
international assessments. (DoEd), National Science

Foundation (NSF)

3 K–12 students Fund sample-based studies and NSF
pilot tests.

4 K–12 teachers Integrate items into existing States, DoEd
assessments for teacher
qualifications.

5 K–12 teachers Fund development and pilot DoEd, NSF, States
testing of sample-based
assessments.

6 Out-of-school adults Encourage or fund the International Technology
integration of items into Education Association (ITEA),
existing assessments. DoEd, National Institutes of

Health (NIH), NSF

7 K–12 students Fund a synthesis study on NSF, DoEd
learning processes.

8 K–12 students, Support capacity-building NSF, DoEd
K–12 teachers efforts in learning research.

9 Out-of-school adults Organize an interagency NSF
initiative in learning research.

10 K–12 students, Convene a major national National Institute of Standards
K–12 teachers, meeting to explore innovative and Technology
Out-of-school adults assessment methods.

11 K–12 students, Develop frameworks for NAGB, NSF, DoEd
K–12 teachers, assessments in the three
Out-of-school adults populations.

12 K–12 students, Broaden the definitions of DoEd, state education
K–12 teachers, technology and technological departments, private educational
Out-of-school adults literacy. testing companies, and

education-related accreditation
organizations



F I N D I N G S  A N D  R E C O M M E N D A T I O N S 195

organizations will also benefit, directly or indirectly, from a more techno-
logically literate citizenry. The committee hopes that these organizations
will also become involved in the overall effort to promote assessment of
technological literacy.

The impetus for technological literacy is a desire that all citi-
zens be empowered to function confidently and productively in our
technology-dependent society. A technologically literate public could
engage in more-informed public dialogue on the pros and cons of
technology-related developments, would provide a talent pool of techno-
logically educated workers, and would contribute to the national science
and engineering enterprise.

If we could assess technological knowledge, capability, and think-
ing skills in a rigorous and systematic way, we could track trends among
students, teachers, and out-of-school adults. Reliable information would
enable policy makers, educators, the business community, and others to
take steps to improve the situation, if necessary. As a result, movement
toward a more technologically literate society would be directed and
purposeful, governed by data rather than anecdotal evidence and educated
guesses. Over a period of many years, with considerable investment of
human and financial resources, the benefits of technological literacy would
be realized.
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APPENDIX A
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Engineering (NAE) and the NAE Council. Professor Garmire was a
member of the NAE and National Research Council (NRC) committees
that conducted a technical review of the K–12 education standards for
technological literacy developed by the International Technology Educa-
tion Association. She was also the National Academies report review
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Americans Need to Know More About Technology. At Dartmouth, she sup-
ported the Project for Teaching Engineering Problem Solving, a National
Science Foundation (NSF)-funded summer institute to provide high school
teachers with a framework for introducing engineering concepts into
science, mathematics, and technology courses. Professor Garmire cur-
rently teaches two courses on technological literacy for non-engineers.

RODGER BYBEE, now executive director of the Biological Sciences
Curriculum Study (BSCS), is the former executive director of the Na-
tional Research Council (NRC) Center for Science, Mathematics, and
Engineering Education (CSMEE), where he was a major participant in
the development of the National Science Education Standards. From
1986 to 1995, as associate director of BSCS, he was principal investigator
for four new National Science Foundation (NSF) programs: an elemen-
tary school program, Science for Life and Living: Integrating Science,
Technology, and Health; a middle school program, Middle School Sci-
ence and Technology; a high school biology program, Biological Science:
A Human Approach; and a college program, Biological Perspectives.
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During his tenure at BSCS, he was also principal investigator for pro-
grams to develop curriculum frameworks for teaching the history and
nature of science and technology in biology classes in high schools, com-
munity colleges, and four-year colleges and to develop curricular reforms
based on national standards. Dr. Bybee, who has been active in education
for more than 30 years, has taught science at the elementary, junior high
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investigator of the joint National Academy of Engineering/NRC project
that resulted in the 2002 publication of Technically Speaking: Why All
Americans Need to Know More About Technology.
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APPENDIX B
Technology-Related
Standards and
Benchmarks in the
National Science
Education Standards,1

Benchmarks for
Science Literacy,2 and
Standards for
Technological
Literacy3

National Science Education Standards

Standards Related to “Science and Technology”

Standard E1: Abilities of Technological Design

Benchmarks for Grades K–4

Identify a simple problem. In problem identification, children should de-
velop the ability to explain a problem in their own words and identify a
specific task and solution related to the problem.

1National Research Council. 1996. National Science Education Standards. Wash-
ington, D.C.: National Academy Press.

2American Association for the Advancement of Science. 1993. Benchmarks for
Science Literacy. New York: Oxford University Press. Reprinted with permission.

3International Technology Education Association. 2002. Standards for Techno-
logical Literacy: Content for the Study of Technology. Reston, Va.: ITEA. Reprinted
with permission.
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Propose a solution. Students should make proposals to build something or
get something to work better; they should be able to describe and commu-
nicate their ideas. Students should recognize that designing a solution
might have constraints, such as cost, materials, time, space, or safety.

Implementing proposed solutions. Children should develop abilities to work
individually and collaboratively and to use suitable tools, techniques, and
quantitative measurements when appropriate. Students should demon-
strate the ability to balance simple constraints in problem solving.

Evaluate a product or design. Students should evaluate their own results or
solutions to problems, as well as those of other children, by considering
how well a product or design met the challenge to solve a problem. When
possible, students should use measurements and include constraints and
other criteria in their evaluations. They should modify designs based on
the results of evaluations.

Benchmarks for Grades 5–8

Identify appropriate problems for technological design. Students should de-
velop their abilities by identifying a specified need, considering its various
aspects, and talking to different potential users or beneficiaries. They
should appreciate that for some needs, the cultural backgrounds and
beliefs of different groups can affect the criteria for a suitable product.

Design a solution or product. Students should make and compare different
proposals in the light of the criteria they have selected. They must con-
sider constraints—such as cost, time, trade-offs, and materials needed—
and communicate ideas with drawings and simple models.

Implement a proposed design. Students should organize materials and other
resources, plan their work, make good use of group collaboration where
appropriate, choose suitable tools and techniques, and work with appro-
priate measurement methods to ensure adequate accuracy.

Evaluate completed technological designs or products. Students should use
criteria relevant to the original purpose or need, consider a variety of
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factors that might affect acceptability and suitability for intended users or
beneficiaries, and develop measures of quality with respect to such criteria
and factors; they should also suggest improvement and, for their own
products, try proposed modifications.

Communicate the process of technological design. Students should review and
describe any completed piece of work and identify the stages of problem
identification, solution design, implementation, and evaluation.

Benchmarks for Grades 9–12

Identify a problem or design an opportunity. Students should be able to
identify new problems or needs and to change and improve current
technological designs.

Propose designs and choose between alternative solutions. Students should
demonstrate thoughtful planning for a piece of technology or technique.
Students should be introduced to the roles of models and simulations in
these processes.

Implement a proposed solution. A variety of skills can be needed in propos-
ing a solution depending on the type of technology that is involved. The
construction of artifacts can require the skills of cutting, shaping, treating,
and joining common materials—such as wood, metal, plastics, and tex-
tiles. Solutions can also be implemented using computer software.

Evaluate the solution and its consequences. Students should test any solution
against the needs and criteria it was designed to meet. At this stage, new
criteria not originally considered may be reviewed.

Communicate the problem, process, and solution. Students should present
their results to students, teachers, and others in a variety of ways, such as
orally, in writing, and in other forms—including models, diagrams, and
demonstrations.
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Standard E2: Understanding about Science and
Technology

Benchmarks for Grades K–4

• People have always had questions about their world. Science is one way
of answering questions and explaining the natural world.

• People have always had problems and invented tools and techniques
(ways of doing something) to solve problems. Trying to determine the
effects of solutions helps people avoid some new problems.

• Scientists and engineers often work in teams with different individuals
doing different things that contribute to the results. This understanding
focuses primarily on teams working together and, secondarily, on the
combination of scientist and engineer teams.

• Women and men of all ages, backgrounds, and groups engage in a
variety of scientific and technological work.

• Tools help scientists make better observations, measurements, and equip-
ment for investigations. They help scientists see, measure, and do things
that they could not otherwise see, measure, and do.

Benchmarks for Grades 5–8

• Scientific inquiry and technological design have similarities and differ-
ences. Scientists propose explanations for questions about the natural
world, and engineers propose solutions relating to human problems,
needs, and aspirations. Technological solutions are temporary; tech-
nologies exist within nature and so they cannot contravene physical or
biological principles; technological solutions have side effects; and tech-
nologies cost, carry risks, and provide benefits.

• Many different people in different cultures have made and continue to
make contributions to science and technology.

• Science and technology are reciprocal. Science helps drive technology,
as it addresses questions that demand more sophisticated instruments
and provides principles for better instrumentation and technique. Tech-
nology is essential to science, because it provides instruments and
techniques that enable observations of objects and phenomena that are
otherwise unobservable due to factors such as quantity, distance, loca-
tion, size, and speed. Technology also provides tools for investigations,
inquiry, and analysis.
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• Perfectly designed solutions do not exist. All technology solutions have
trade-offs, such as safety, cost, efficiency, and back-up systems to pro-
vide safety. Risk is part of living in a highly technological world.
Reducing risk often results in new technology.

• Technological designs have constraints. Some constraints are unavoid-
able, for example, properties of materials, or effects of weather and
friction; other constraints limit choices in the design, for example,
environmental protection, human safety, and aesthetics.

• Technological solutions have intended benefits and unintended conse-
quences. Some consequences can be predicted, others cannot.

Benchmarks for Grades 9–12

• Scientists in different disciplines ask different questions, use different
methods of investigation, and accept different types of evidence to
support their explanations. Many scientific investigations require the
contributions of individuals from different disciplines, including engi-
neering. New disciplines of science, such as geophysics and biochemis-
try often emerge at the interface of two older disciplines.

• Science often advances with the introduction of new technologies.
Solving technological problems often results in new scientific knowl-
edge. New technologies often extend the current levels of scientific
understanding and introduce new areas of research.

• Creativity, imagination and a good knowledge base are all required in
the work of science and engineering.

• Science and technology are pursued for different purposes. Scientific
inquiry is driven by the desire to understand the natural world, and
technological design is driven by the need to meet human needs and solve
human problems. Technology, by its nature, has a more direct effect on
society than science because its purpose is to solve human problems,
help humans adapt, and fulfill human aspirations. Technological solu-
tions may create new problems. Science, by its nature, answers questions
that may or may not directly influence humans. Sometimes scientific
advances challenge people’s beliefs and practical explanations concern-
ing various aspects of the world.

• Technological knowledge is often not made public because of patents
and the financial potential of the idea or invention. Scientific knowl-
edge is made public through presentations at professional meetings and
publications in scientific journals.
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Standard E3: Abilities to Distinguish Between Natural
Objects and Objects Made by Humans

Benchmarks for Grades K–4

• Some objects occur in nature; others have been designed and made by
people to solve human problems and enhance the quality of life.

• Objects can be categorized into two groups, natural and designed.

Benchmarks for Science Literacy

Standards Related to “the Nature of Technology”

Standard 3A: Technology and Science

Benchmarks for Grades K–2

By the end of the 2nd grade, students should know that:
• Tools are used to do things better or more easily and to do some things

that could not otherwise be done at all. In technology, tools are used to
observe, measure, and make things.

• When trying to build something or to get something to work better, it
usually helps to follow directions if there are any, or to ask someone who
has done it before for suggestions.

Benchmarks for Grades 3–5

By the end of the 5th grade, students should know that:
• Throughout all of history, people everywhere have invented and used

tools. Most tools of today are different from those of the past, but many
are modifications of very ancient tools.

• Technology enables scientists and others to observe things that are too
small or too far away to be seen without them and to study the motion
of objects that are moving very rapidly or are hardly moving at all.

• Measuring instruments can be used to gather accurate information for
making scientific comparisons of objects and events and for designing
and constructing things that will work properly.

• Technology extends the ability of people to change the world: to cut,
shape, or put together materials; to move things from one place to
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another; and to reach farther with their hands, voices, senses, and
minds. The changes may be for survival needs such as food, shelter, and
defense, for communication and transportation, or to gain knowledge
and express ideas.

Benchmarks for Grades 6–8

By the end of the 8th grade, students should know that:
• In earlier times, the accumulated information and techniques of each

generation of workers were taught on the job directly to the next
generation of workers. Today the knowledge base for technology can be
found as well in libraries of print and electronic resources and is often
taught in the classroom.

• Technology is essential to science for such purposes as access to outer
space and other remote locations, sample collection and treatment,
measurement, data collections and storage, computation, and commu-
nication of information.

• Engineers, architects, and others who engage in design and technology
use scientific knowledge to solve practical problems. But they usually
have to take human values and limitations into account as well.

Benchmarks for Grades 9–12

By the end of the 12th grade, students should know that:
• Technological problems often create a demand for new scientific knowl-

edge, and new technologies make it possible for scientists to extend
their research in new ways or to undertake entirely new lines of research.
The very availability of new technology itself often sparks scientific
advances.

• Mathematics, creativity, logic, and originality are all needed to improve
technology.

• Technology usually affects society more directly than science because it
solves practical problems and serves human needs (and may create new
problems and needs). In contrast, science affects society mainly by
stimulating and satisfying people’s curiosity and occasionally by enlarg-
ing or challenging their view of what the world is like.
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Standard 3B: Design and Systems

Benchmark for Grades K–2

By the end of the 2nd grade, students should know that:
• People may not be able to actually make or do everything that they can

design.

Benchmarks for Grades 3–5

By the end of the 5th grade, students should know that:
• There is no perfect design. Designs that are best in one respect (safety or

ease of use, for example) may be inferior in other ways (cost or appear-
ance). Usually some features must be sacrificed to get others. How such
trade-offs are received depends upon which features are emphasized
and which are down-played.

• Even a good design may fail. Sometimes steps can be taken ahead
of time to reduce the likelihood of failure, but it cannot be entirely
eliminated.

• The solution to one problem may create other problems.

Benchmarks for Grades 6–8

By the end of the 8th grade, students should know that:
• Design usually requires taking constraints into account. Some con-

straints, such as gravity or the properties of the materials to be used, are
unavoidable. Other constraints, including economic, political, social,
ethical, and aesthetic ones, limit choices.

• All technologies have effects other than those intended by the design,
some of which may have been predictable and some not. In either case,
these side effects may turn out to be unacceptable to some of the
population and therefore lead to conflict between groups.

• Almost all control systems have inputs, outputs, and feedback. The
essence of control is comparing information about what is happening to
what people want to happen and then making appropriate adjustments.
This procedure requires sensing information, processing it, and making
changes. In almost all modern machines, microprocessors serve as cen-
ters of performance control.
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• Systems fail because they have faulty or poorly matched parts, are used
in ways that exceed what was intended by the design, or were poorly
designed to begin with. The most common ways to prevent failure are
pretesting parts and procedures, overdesign, and redundancy.

Benchmarks for Grades 9–12

By the end of the 12th grade, students should know that:
• In designing a device or process, thought should be given to how it will

be manufactured, operated, maintained, replaced, and disposed of and
who will sell, operate, and take care of it. The costs associated with these
functions may introduce yet more constraints on the design.

• The value of any given technology may be different for different groups
of people and at different points in time.

• Complex systems have layers of controls. Some controls operate par-
ticular parts of the system and some control other controls. Even fully
automatic systems require human control at some point.

• Risk analysis is used to minimize the likelihood of unwanted side effects
of a new technology. The public perception of risk may depend, how-
ever, on psychological factors as well as scientific ones.

• The more parts and connections a system has, the more ways it can go
wrong. Complex systems usually have components to detect, back up,
bypass, or compensate for minor failures.

• To reduce the chance of system failure, performance testing is often
conducted using small-scale models, computer simulations, analogous
systems, or just the parts of the system thought to be least reliable.

Standard 3C: Issues in Technology

Benchmarks for Grades K–2

By the end of the 2nd grade, students should know that:
• People, alone or in groups, are always inventing new ways to solve

problems and get work done. The tools and ways of doing things that
people have invented affect all aspects of life.

• When a group of people wants to build something or try something
new, they should try to figure out ahead of time how it might affect
other people.
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Benchmark for Grades 3–5

By the end of the 5th grade, students should know that:
• Technology has been part of life on the earth since the advent of the

human species. Like language, ritual, commerce, and the arts, technol-
ogy is an intrinsic part of human culture, and it both shapes society and
is shaped by it. The technology available to people greatly influences
what their lives are like.

• Any invention is likely to lead to other inventions. Once an invention
exists, people are likely to think up ways of using it that were never
imagined at first.

• Transportation, communications, nutrition, sanitation, health care, en-
tertainment, and other technologies give large numbers of people today
the goods and services that once were luxuries enjoyed only by the
wealthy. These benefits are not equally available to everyone.

• Scientific laws, engineering principles, properties of materials, and con-
struction techniques must be taken into account in designing engineer-
ing solutions to problems. Other factors, such as cost, safety, appear-
ance, environmental impact, and what will happen if the solution fails
also must be considered.

• Technologies often have drawbacks as well as benefits. A technology
that helps some people or organisms may hurt others—either deliber-
ately (as weapons can) or inadvertently (as pesticides can). When harm
occurs or seems likely, choices have to be made or new solutions found.

• Because of their ability to invent tools and processes, people have an
enormous effect on the lives of other living things.

Benchmarks for Grades 6–8

By the end of the 8th grade, students should know that:
• The human ability to shape the future comes from a capacity for

generating knowledge and developing new technologies—and for com-
municating these ideas to others.

• Technology cannot always provide successful solutions for problems or
fulfill every human need.

• Throughout history, people have carried out impressive technological
feats, some of which would be hard to duplicate today even with
modern tools. The purposes served by these achievements have some-
times been practical, sometimes ceremonial.
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• Technology has strongly influenced the course of history and continues
to do so. It is largely responsible for the great revolutions in agriculture,
manufacturing, sanitation and medicine, warfare, transportation, infor-
mation processing, and communications that have radically changed
how people live.

• New technologies increase some risks and decrease others. Some of the
same technologies that have improved the length and quality of life for
many people have also brought new risks.

• Rarely are technology issues simple and one-sided. Relevant facts alone,
even when known and available, usually do not settle matters entirely in
favor of one side or another. That is because the contending groups may
have different values and priorities. They may stand to gain or lose in
different degrees, or may make very different predictions about what the
future consequences of the proposed action will be.

• Societies influence what aspects of technology are developed and how
these are used. People control technology (as well as science) and are
responsible for its effects.

Benchmarks for Grades 9–12

By the end of the 12th grade, students should know that:
• Social and economic forces strongly influence which technologies will

be developed and used. Which will prevail is affected by many factors,
such as personal values, consumer acceptance, patent laws, the availabil-
ity of risk capital, the federal budget, local and national regulations,
media attention, economic competition, and tax incentives.

• Technological knowledge is not always as freely shared as scientific
knowledge unrelated to technology. Some scientists and engineers are
comfortable working in situations in which some secrecy is required, but
others prefer not to do so. It is generally regarded as a matter of
individual choice and ethics, not one of professional ethics.

• In deciding on proposals to introduce new technologies or to curtail
existing ones, some key questions arise concerning alternatives, risks,
costs, and benefits. What alternative ways are there to achieve the same
ends, and how do the alternatives compare to the plan being put
forward? Who benefits and who suffers? What are the financial and
social costs, do they change over time, and who bears them? What are
the risks associated with using (or not using) the new technology, how
serious are they, and who is in jeopardy? What human, material, and
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energy resources will be needed to build, install, operate, maintain, and
replace the new technology, and where will they come from? How will
the new technology and its waste products be disposed of and at
what costs?

• The human species has a major impact on other species in many ways:
reducing the amount of the earth’s surface available to those other
species, interfering with their food sources, changing the temperature
and chemical composition of their habitats, introducing foreign species
into their ecosystems, and altering organisms directly through selective
breeding and genetic engineering.

• Human inventiveness has brought new risks as well as improvements to
human existence.

Standards Related To “The Designed World”

Standard 8A: Agriculture

Benchmarks for Grades K–2

By the end of the 2nd grade, students should know that:
• Most food comes from farms either directly as crops or as the animals

that eat the crops. To grow well, plants need enough warmth, light, and
water. Crops also must be protected from weeds and pests that can
harm them.

• Part of a crop may be lost to pests or spoilage.
• A crop that is fine when harvested may spoil before it gets to consumers.
• Machines improve what people get from crops by helping in planting

and harvesting, in keeping food fresh by packaging and cooling, and in
moving it long distances from where it is grown to where people live.

Benchmarks for Grades 3–5

By the end of the 5th grade, students should know that:
• Some plant varieties and animal breeds have more desirable characteris-

tics than others, but some may be more difficult or costly to grow. The
kinds of crops that can grow in an area depend on the climate and soil.
Irrigation and fertilizers can help crops grow in places where there is too
little water or the soil is poor.
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• The damage to crops caused by rodents, weeds, and insects can be
reduced by using poisons, but their use may harm other plants or
animals as well, and pests tend to develop resistance to poisons.

• Heating, salting, smoking, drying, cooling, and airtight packaging are
ways to slow down the spoiling of food by microscopic organisms.
These methods make it possible for food to be stored for long intervals
before being used.

• Modern technology has increased the efficiency of agriculture so that
fewer people are needed to work on farms than ever before.

• Places too cold or dry to grow certain crops can obtain food from places
with more suitable climates. Much of the food eaten by Americans
comes from other parts of the country and other places in the world.

Benchmarks for Grades 6–8

By the end of the 8th grade, students should know that:
• Early in human history, there was an agricultural revolution in

which people changed from hunting and gathering to farming. This
allowed changes in the division of labor between men and women and
between children and adults, and the development of new patterns of
government.

• People control the characteristics of plants and animals they raise by
selective breeding and by preserving varieties of seeds (old and new) to
use if growing conditions change.

• In agriculture, as in all technologies, there are always trade-offs to be
made. Getting food from many different places makes people less
dependent on weather in any one place, yet more dependent on trans-
portation and communication among far-flung markets. Specializing in
one crop may risk disaster if changes in weather or increases in pest
populations wipe out the crop. Also, the soil may be exhausted of some
nutrients, which can be replenished by rotating the right crops.

• Many people work to bring food, fiber, and fuel to U.S. markets. With
improved technology, only a small fraction of workers in the U.S.
actually plant and harvest the products that people use. Most workers
are engaged in processing, packaging, transporting, and selling what is
produced.
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Benchmarks for Grades 9–12

By the end of the 12th grade, students should know that:
• New varieties of farm plants and animals have been engineered by

manipulating their genetic instructions to produce new characteristics.
• Government sometimes intervenes in matching agricultural supply to

demand in an attempt to ensure a stable, high-quality, and inexpensive
food supply. Regulations are often also designed to protect farmers from
abrupt changes in farming conditions and from competition by farmers
in other countries.

• Agricultural technology requires trade-offs between increased produc-
tion and environmental harm and between efficient production and
social values. In the past century, agricultural technology led to a huge
shift of population from farms to cities and a great change in how
people live and work.

Standard 8B: Materials and Manufacturing

Benchmarks for Grades K–2

By the end of the 2nd grade, students should know that:
• Some kinds of materials are better than others for making any particular

thing. Materials that are better in some ways (such as stronger or
cheaper) may be worse in other ways (heavier or harder to cut).

• Several steps are usually involved in making things.
• Tools are used to help make things, and some things cannot be made at

all without tools. Each kind of tool has a special purpose.
• Some materials can be used over again.

Benchmarks for Grades 3–5

By the end of the 5th grade, students should know that:
• Naturally occurring materials such as wood, clay, cotton, and animal

skins may be processed or combined with other materials to change
their properties.

• Through science and technology, a wide variety of materials that do not
appear in nature at all have become available, ranking from steel to
nylon to liquid crystals.

• Discarded products contribute to the problem of waste disposal. Some-
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times it is possible to use the materials in them to make new products,
but materials differ widely in the ease with which they can be recycled.

• Through mass production, the time required to make a product and its
cost can be greatly reduced. Although many things are still made by
hand in some parts of the world, almost everything in the most techno-
logically developed countries is not produced using automatic machines.
Even automatic machines require human supervision.

Benchmarks for Grades 6–8

By the end of the 8th grade, students should know that:
• The choice of materials for a job depends on their properties and on

how they interact with other materials. Similarly, the usefulness of some
manufactured parts of an object depends on how well they fit together
with the other parts.

• Manufacturing usually involves a series of steps, such as designing a
product, obtaining and preparing raw materials, processing the materi-
als mechanically or chemically, and assembling, testing, inspecting, and
packaging. The sequence of these steps is also often important.

• Modern technology reduces manufacturing costs, produces more uni-
form products, and creates new synthetic materials that can help reduce
the depletion of some natural resources.

• Automation, including the use of robots, has changed the nature of
work in most fields, including manufacturing. As a result, high-skill,
high-knowledge jobs in engineering, computer programming, quality
control, supervision, and maintenance are replacing many routine
manual-labor jobs. Workers therefore need better learning skills and
flexibility to take on new and rapidly changing jobs.

Benchmarks for Grades 9–12

By the end of the 12th grade, students should know that:
• Manufacturing processes have been changed by improved tools and

techniques based on more thorough scientific understanding, increases
in the forces that can be applied and the temperatures that can be
reached, and the availability of electronic controls that make operations
occur more rapidly and consistently.

• Waste management includes considerations of quantity, safety,
degradability, and cost. It requires social and technological innovations,
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because waste-disposal problems are political and economic as well as
technical.

• Scientific research identifies new materials and new uses of known
materials.

• Increased knowledge of the molecular structure of materials helps in the
design and synthesis of new materials for special purposes.

Standard 8C: Energy Sources and Use

Benchmarks for Grades K–2

By the end of the 2nd grade, students should know that:
• People can save money by turning off machines when they are not using

them.
• People burn fuels such as wood, oil, coal, or natural gas, or use electricity

to cook their food and warm their houses.

Benchmarks for Grades 3–5

By the end of the 5th grade, students should know that:
• Moving air and water can be used to run machines.
• The sun is the main source of energy for people and they use it in

various ways. The energy in fossil fuels, such as oil and coal comes from
the sun indirectly, because the fuels come from plants that grew long ago.

• Some energy sources cost less than others and some cause less pollution
than others.

• People try to conserve energy in order to slow down the depletion of
energy resources and/or to save money.

Benchmarks for Grades 6–8

By the end of the 8th grade, students should know that:
• Energy can change from one form to another, although in the process

some energy is always converted to heat. Some systems transform
energy with less loss of heat than others.

• Different ways of obtaining, transforming, and distributing energy have
different environmental consequences.
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• In many instances, manufacturing and other technological activities are
performed at a site close to an energy source. Some forms of energy are
transported easily, others are not.

• Electrical energy can be produced from a variety of energy sources and
can be transformed into almost any other form of energy. Moreover,
electricity is used to distribute energy quickly and conveniently to dis-
tant locations.

• Energy from the sun (and the wind and water energy derived from it) is
available indefinitely. Because the flow of energy is weak and variable,
very large collection systems are needed. Other sources don’t renew or
renew only slowly.

• Different parts of the world have different amounts and kinds of energy
resources to use and use them for different purposes.

Benchmarks for Grades 9–12

By the end of the 12th grade, students should know that:
• A central factor in technological change has been how hot a fire could

be made. The discovery of new fuels, the design of better ovens and
furnaces, and the forced delivery of air or pure oxygen have progressively
increased the available temperature. Lasers are a new tool for focusing
radiation energy with great intensity and control.

• At present, all fuels have advantages and disadvantages so that society
must consider the trade-offs among them.

• Nuclear reactions release energy without the combustion products of
burning fuels, but the radioactivity of fuels and by-products poses other
risks, which may last for thousands of years.

• Industrialization brings an increased demand for and use of energy.
Such usage contributes to the high standard of living in the industrially
developing nations but also leads to more rapid depletion of the earth’s
energy resources and to environmental risks associated with the use of
fossil and nuclear fuels.

• Decisions to slow the depletion of energy sources through efficient
technology can be made at many levels, from personal to national, and
they always involve trade-offs of economic costs and social costs.
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Standard 8D: Communication

Benchmarks for Grades K–2

By the end of the 2nd grade, students should know that:
• Information can be sent and received in many different ways. Some

allow answering back and some do not. Each way has advantages and
disadvantages.

• Devices can be used to send and receive messages quickly and clearly.

Benchmarks for Grades 3–5

By the end of the 5th grade, students should know that:
• People have always tried to communicate with one another. Signed and

spoken language was one of the first inventions. Early forms of record-
ing messages used markings on materials such as wood or stone.

• Communication involves coding and decoding information. In any
language, both the sender and the receiver have to know the same code,
which means that secret codes can be used to keep communication
private.

• People have invented devices, such as paper and ink, engraved plastic
disks, and magnetic tapes, for recording information. These devices
enable great amounts of information to be stored and retrieved—and be
sent to one or many other people or places.

• Communication technologies make it possible to send and receive
information more and more reliably, quickly, and cheaply over long
distances.

Benchmarks for Grades 6–8

By the end of the 8th grade, students should know that:
• Errors can occur in coding, transmitting, or decoding information, and

some means of checking for accuracy is needed. Repeating the message
is a frequently used method.

• Information can be carried by many media, including sound, light, and
objects. In this century, the ability to code information as electric
currents in wires, electromagnetic waves in space, and light in glass
fibers has made communication millions of times faster than is possible
by mail or sound.
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Benchmarks for Grades 9–12

By the end of the 12th grade, students should know that:
• Almost any information can be transformed into electrical signals. A

weak electrical signal can be used to shape a stronger one, which can
control other signals of light, sound, mechanical devices, or radio waves.

• The quality of communication is determined by the strength of the
signal in relation to the noise that tends to obscure it. Communication
errors can be reduced by boosting and focusing signals, shielding the
signal from internal and external noise, and repeating information, but
all of these increase costs. Digital coding of information (using only 1s
and 0s) makes possible more reliable transmission of information.

• As technologies that provide privacy in communication improve, so do
those for invading privacy.

Standard 8E: Information Processing

Benchmarks for Grades K–2

By the end of the 2nd grade, students should know that:
• There are different ways to store things so they can be easily found later.
• Letters and numbers can be used to put things in a useful order.

Benchmarks for Grades 3–5

By the end of the 5th grade, students should know that:
• Computers are controlled partly by how they are wired and partly by

special instructions called programs that are entered into a computer’s
memory. Some programs stay permanently in the machine but most are
coded on disks and transferred into and out of the computer to suit the
user.

• Computers can be programmed to store, retrieve, and perform opera-
tions on information. These operations include mathematical calcula-
tions, word processing, diagram drawing, and the modeling of complex
events.

• Mistakes can occur when people enter programs or data into a com-
puter. Computers themselves can make errors in information processing
because of defects in their hardware or software.
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Benchmarks for Grades 6–8

By the end of the 8th grade, students should know that:
• Most computers use digital codes containing only two symbols, 0 and 1,

to perform all operations. Continuous signals must be transformed into
digital codes before they can be processed by a computer.

• What use can be made of a large collection of information depends
upon how it is organized. One of the values of computers is that they are
able, on command, to reorganize information in a variety of ways,
thereby enabling people to make more and better uses of the collection.

• Computer control of mechanical systems can be much quicker than
human control. In situations where events happen faster than people
can react, there is little choice but to rely on computers. Most complex
systems still require human oversight, however, to make certain kinds of
judgments about the readiness of the parts of the system (including the
computers) and the system as a whole to operate properly, to react to
unexpected failures, and to evaluate how well the system is serving its
intended purposes.

• An increasing number of people work at jobs that involve processing or
distributing information. Because computers can do these tasks faster
and more reliably, they have become standard tools both in the work-
place and at home.

Benchmarks for Grades 9–12

By the end of the 12th grade, students should know that:
• Computer modeling explores the logical consequences of a set of in-

structions and a set of data. The instructions and data input of a
computer model try to represent the real world so the computer can
show what would actually happen. In this way, computers assist people
in making decisions by simulating the consequences of different pos-
sible decisions.

• Redundancy can reduce errors in storing or processing information but
increase costs.

• Miniaturization of information-processing hardware can increase pro-
cessing speed and portability, reduce energy use, and lower cost. Minia-
turization is made possible through higher-purity materials and more
precise fabrication technology.
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Standard 8F: Health Technology

Benchmarks for Grades K–2

By the end of the 2nd grade, students should know that:
• Vaccinations and other scientific treatments protect people from getting

certain diseases, and different kinds of medicines may help those who
do become sick to recover.

Benchmarks for Grades 3–5

By the end of the 5th grade, students should know that:
• There are normal ranges for body measurements—including tempera-

ture, heart rate, and what is in the blood and urine—that help to tell
when people are well. Tools, such as thermometers and x-ray machines,
provide us clues about what is happening inside the body.

• Technology has made it possible to repair and sometimes replace some
body parts.

Benchmarks for Grades 6–8

By the end of the 8th grade, students should know that:
• Sanitation measures such as the use of sewers, landfills, quarantines, and

safe food handling are important in controlling the spread of organisms
that cause disease. Improving sanitation to prevent disease has contrib-
uted more to saving human life than any advance in medical treatment.

• The ability to measure the level of substances in body fluids has made it
possible for physicians to make comparisons with normal levels, make
very sophisticated diagnoses, and monitor the effects of the treatments
they prescribe.

• It is becoming increasingly possible to manufacture chemical substances
such as insulin and hormones that are normally found in the body. They
can be used by individuals whose own bodies cannot produce the
amounts required for good health.

Benchmarks for Grades 9–12

By the end of the 12th grade, students should know that:
• Owing to the large amount of information that computers can process,
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they are playing an increasingly larger role in medicine. They are used to
analyze data and to keep track of diagnostic information about individu-
als and statistical information on the distribution and spread of various
maladies in populations.

• Almost all body substances and functions have daily or longer cycles.
These cycles often need to be taken into account in interpreting normal
ranges for body measurements, detecting disease, and planning treat-
ment of illness. Computers aid in detecting, analyzing, and monitoring
these cycles.

• Knowledge of genetics is opening whole fields of health care. In diagno-
sis, mapping of genetic instructions in cells makes it possible to detect
defective genes that may lead to poor health. In treatment, substances
from genetically engineered organisms may reduce the cost and side
effects of replacing missing body chemicals.

• Inoculations use weakened germs (or parts of them) to stimulate the
body’s immune system to react. This reaction prepares the body to fight
subsequent invasions by actual germs of that type. Some inoculations
last for life.

• Knowledge of molecular structure and interactions aids in synthesizing
new drugs and predicting their effects.

• The diagnosis and treatment of mental disorders are improving, but not
as rapidly as for physical health. Techniques for detecting and diagnos-
ing these disorders include observation of behavior, in-depth interviews,
and measurements of body chemistry. Treatments range from discuss-
ing problems to affecting the brain directly with chemicals, electric
shock, or surgery.

• Biotechnology has contributed to health improvement in many ways,
but its cost and application have led to a variety of controversial social
and ethical issues.
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Standards for Technological Literacy

Standards Related to “the Nature of Technology”

Standard 1: The Characteristics and Scope of
Technology.

Benchmarks for Grades K–2

• The natural world and human-made world are different.
• All people use tools and techniques to help them do things.

Benchmarks for Grades 3–5
• Things that are found in nature differ from things that are human-made

in how they are produced and used.
• Tools, materials, and skills are used to make things and carry out tasks.
• Creative thinking and economic and cultural influences shape techno-

logical development.

Benchmarks for Grades 6–8

• New products and systems can be developed to solve problems or to
help do things that could not be done without the help of technology.

• The development of technology is a human activity and is the result of
individual and collective needs and the ability to be creative.

• Technology is closely linked to creativity, which has resulted in
innovation.

• Corporations can often create demand for a product by bringing it onto
the market and advertising it.

Benchmarks for Grades 9–12

• The nature and development of technological knowledge and processes
are functions of the setting.

• The rate of technological development and diffusion is increasing
rapidly.

• Inventions and innovations are the results of specific, goal-directed
research.

• Most development of technologies these days is driven by the profit
motive and the market.
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Standard 2: The Core Concepts of Technology

Benchmarks for Grades K–2

• Some systems are found in nature, and some are made by humans.
• Systems have parts or components that work together to accomplish a

goal.
• Tools are simple objects that help humans complete tasks.
• Different materials are used in making things.
• People plan in order to get things done.

Benchmarks for Grades 3–5

• A subsystem is a system that operates as a part of another system.
• When parts of a system are missing, it may not work as planned.
• Resources are the things needed to get a job done, such as tools and

machines, materials, information, energy, people, capital, and time.
• Tools are used to design, make, use, and assess technology.
• Materials have many different properties.
• Tools and machines extend human capabilities, such as holding, lifting,

carrying, fastening, separating, and computing.
• Requirements are the limits to designing or making a product or system.

Benchmarks for Grades 6–8

• Technological systems include input, processes, output, and at times,
feedback.

• Systems thinking involves considering how every part relates to others.
• An open-loop system has no feedback path and requires human inter-

vention, while a closed-loop system uses feedback.
• Technological systems can be connected to one another.
• Malfunctions of any part of a system may affect the function and quality

of the system.
• Requirements are the parameters placed on the development of a prod-

uct or system.
• Trade-off is a decision process recognizing the need for careful compro-

mises among competing factors.
• Different technologies involve different sets of processes.
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• Maintenance is the process of inspecting and servicing a product or
system on a regular basis in order for it to continue functioning prop-
erly, to extend its life, or to upgrade its quality.

• Controls are mechanisms or particular steps that people perform using
information about the system that causes systems to change.

Benchmarks for Grades 9–12

• Systems thinking applies logic and creativity with appropriate compro-
mises in complex real-life problems.

• Systems, which are the building blocks of technology, are embedded
within larger technological, social, and environmental systems.

• The stability of a technological system is influenced by all of the compo-
nents in the system, especially those in the feedback loop.

• Selecting resources involves trade-offs between competing values, such
as availability, cost, desirability, and waste.

• Requirements involve the identification of the criteria and constraints of
a product or system and the determination of how they affect the final
design and development.

• Optimization is an ongoing process or methodology of designing or
making a product and is dependent on criteria and constraints.

• New technologies create new processes.
• Quality control is a planned process to ensure that a product, service, or

system meets established criteria.
• Management is the process of planning, organizing, and controlling

work.
• Complex systems have many layers of controls and feedback loops to

provide information.

Standard 3: The Relationships Among Technologies
and the Connections Between Technology and Other
Fields of Study

Benchmarks for Grades K–2

• The study of technology uses many of the same ideas and skills as other
subjects.
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Benchmarks for Grades 3–5

• Technologies are often combined.
• Various relationships exist between technology and other fields of study.

Benchmarks for Grades 6–8

• Technological systems often interact with one another.
• A product, system, or environment developed for one setting may be

applied to another setting.
• Knowledge gained from other fields of study has a direct effect on the

development of technological products and systems.

Benchmarks for Grades 9–12

• Technology transfer occurs when a new user applies an existing innova-
tion developed for one purpose in a different function.

• Technological innovation often results when ideas, knowledge, or skills
are shared within a technology, among technologies, or across other
fields.

• Technological ideas are sometimes protected through the process of
patenting.

• Technological progress promotes the advancement of science and math-
ematics.

Standards Related to Technology and Society

Standard 4: The Cultural, Social, Economic, and
Political Effects of Technology.

Benchmarks for Grades K–2

• The use of tools and machines can be helpful or harmful.

Benchmarks for Grades 3–5

• When using technology, results can be good or bad.
• The use of technology can have unintended consequences.
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Benchmarks for Grades 6–8

• The use of technology affects humans in various ways, including their
safety, comfort, choices, and attitudes about technology’s development
and use.

• Technology, by itself, is neither good nor bad, but decisions about the
use of products and systems can result in desirable or undesirable
consequences.

• The development and use of technology poses ethical issues.
• Economic, political, and cultural issues are influenced by the develop-

ment and use of technology.

Benchmarks for Grades 9–12

• Changes caused by the use of technology can range from gradual to
rapid and from subtle to obvious.

• Making decisions about the use of technology involves weighing the
trade-offs between the positive and negative effects.

• Ethical considerations are important in the development, selection, and
use of technologies.

• The transfer of a technology from one society to another can cause
cultural, social, economic, and political changes affecting both societies
to varying degrees.

Standard 5: The Effects of Technology on the
Environment

Benchmarks for Grades K–2

• Some materials can be reused and/or recycled.

Benchmarks for Grades 3–5

• Waste must be appropriately recycled or disposed of to prevent unnec-
essary harm to the environment.

• The use of technology affects the environment in good and bad ways.
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Benchmarks for Grades 6–8

• The management of waste produced by technological systems is an
important societal issue.

• Technologies can be used to repair damage caused by natural disasters
and to break down waste from the use of various products and systems.

• Decisions to develop and use technologies often put environmental and
economic concerns in direct competition with one another.

Benchmarks for Grades 9–12

• Humans can devise technologies to conserve water, soil, and energy
through such techniques as reusing, reducing, and recycling.

• When new technologies are developed to reduce the use of resources,
considerations of trade-offs are important.

• With the aid of technology, various aspects of the environment can be
monitored to provide information for decision-making.

• The alignment of technological processes with natural processes maxi-
mizes performance and reduces negative impacts on the environment.

• Humans devise technologies to reduce the negative consequences of
other technologies.

• Decisions regarding the implementation of technologies involve the
weighing of trade-offs between predicted positive and negative effects
on the environment.

Standard 6: The Role of Society in the Development
and Use of Technology

Benchmarks for Grades K–2

• Products are made to meet individual needs and wants.

Benchmarks for Grades 3–5

• Because people’s needs and wants change, new technologies are devel-
oped, and old ones are improved to meet those changes.

• Individual, family, community, and economic concerns may expand or
limit the development of technologies.
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Benchmarks forGrades  6–8

• Throughout history, new technologies have resulted from the demands,
values, and interests of individuals, businesses, industries, and societies.

• The use of inventions and innovations has led to changes in society and
the creation of new needs and wants.

• Social and cultural priorities and values are reflected in technological
devices.

• Meeting societal expectations is the driving force behind the acceptance
and use of products and systems.

Benchmarks for Grades 9–12

• Different cultures develop their own technologies to satisfy their indi-
vidual and shared needs, wants, and values.

• The decision whether to develop a technology is influenced by societal
opinions and demands, in addition to corporate cultures.

• A number of different factors, such as advertising, the strength of the
economy, the goals of a company, and the latest fads contribute to
shaping the design of and demand for various technologies.

Standard 7: The Influence of Technology on History

Benchmarks for Grades K–2

• The way people live and work has changed throughout history because
of technology.

Benchmark for Grades 3–5

• People have made tools to provide food, to make clothing, and to
protect themselves.

Benchmarks for Grades 6–8

• Many inventions and innovations have evolved using slow and me-
thodical processes of tests and refinements.

• The specialization of function has been at the heart of many technologi-
cal improvements.
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• The design and construction of structures for service or convenience
have evolved from the development of techniques for measurement,
controlling systems, and the understanding of spatial relationships.

• In the past, an invention or innovation was not usually developed with
the knowledge of science.

Benchmarks for Grades 9–12

• Most technological development has been evolutionary, the result of a
series of refinements to a basic invention.

• The evolution of civilization has been directly affected by, and has in
turn affected, the development and use of tools and materials.

• Throughout history, technology has been a powerful force in reshaping
the social, cultural, political, and economic landscape.

• Early in the history of technology, the development of many tools and
machines was based not on scientific knowledge but on technological
know-how.

• The Iron Age was defined by the use of iron and steel as the primary
materials for tools.

• The Middle Ages saw the development of many technological devices
that produced long-lasting effects on technology and society.

• The Renaissance, a time of rebirth of the arts and humanities, was also
an important development in the history of technology.

• The Industrial Revolution saw the development of continuous manu-
facturing, sophisticated transportation and communication systems, ad-
vanced construction practices, and improved education and leisure time.

• The Information Age places emphasis on the processing and exchange
of information.

Standards Related to Design

Standard 8: The Attributes of Design

Benchmarks for Grades K–2

• Everyone can design solutions to a problem.
• Design is a creative process.
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Benchmarks for Grades 3–5

• The design process is a purposeful method of planning practical solu-
tions to problems.

• Requirements for a design include such factors as the desired elements
and features of a product or system or the limits that are placed on the
design.

Benchmarks for Grades 6–8

• Design is a creative planning process that leads to useful products and
systems.

• There is no perfect design.
• Requirements for design are made up of criteria and constraints.

Benchmarks for Grades 9–12

• The design process includes defining a problem, brainstorming, re-
searching and generating ideas, identifying criteria and specifying con-
straints, exploring possibilities, selecting an approach, developing a
design proposal, making a model or prototype, testing and evaluating
the design using specifications, refining the design, creating or making
it, and communicating processes and results.

• Design problems are seldom presented in a clearly defined form.
• The design needs to be continually checked and critiqued, and the ideas

of the design must be redefined and improved.
• Requirements of a design, such as criteria, constraints, and efficiency,

sometimes compete with each other.

Standard 9: Engineering Design

Benchmarks for Grades K–2

• The engineering design process includes identifying a problem, looking
for ideas, developing solutions, and sharing solutions with others.

• Expressing ideas to others verbally and through sketches and models is
an important part of the design process.
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Benchmarks for Grades 3–5

• The engineering design process involves defining a problem, generating
ideas, selecting a solution, testing the solution(s), making the item,
evaluating it, and presenting the results.

• When designing an object, it is important to be creative and consider all
ideas.

• Models are used to communicate and test design ideas and processes.

Benchmarks for Grades 6–8

• Design involves a set of steps, which can be performed in different
sequences and repeated as needed.

• Brainstorming is a group problem-solving design process in which each
person in the group presents his or her ideas in an open forum.

• Modeling, testing, evaluating, and modifying are used to transform
ideas into practical solutions.

Benchmarks for Grades 9–12

• Established design principles are used to evaluate existing designs, to
collect data, and to guide the design process.

• Engineering design is influenced by personal characteristics, such as
creativity, resourcefulness, and the ability to visualize and think ab-
stractly.

• A prototype is a working model used to test a design concept by making
actual observations and necessary adjustments.

• The process of engineering design takes into account a number of
factors.

Standard 10: The Role of Troubleshooting, Research
and Development, Invention and Innovation, and
Experimentation in Problem Solving

Benchmarks for Grades K–2

• Asking questions and making observations helps a person to figure out
how things work.
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• All products and systems are subject to failure. Many products and
systems, however, can be fixed.

Benchmarks for Grades 3–5

• Troubleshooting is a way of finding out why something does not work
so that it can be fixed.

• Invention and innovation are creative ways to turn ideas into real things.
• The process of experimentation, which is common in science, can also

be used to solve technological problems.

Benchmarks for Grades 6–8

• Troubleshooting is a problem-solving method used to identify the cause
of a malfunction in a technological system.

• Invention is a process of turning ideas and imagination into devices and
systems. Innovation is the process of modifying an existing product or
system to improve it.

• Some technological problems are best solved through experimentation.

Benchmarks for Grades 9–12

• Research and development is a specific problem-solving approach that
is used intensively in business and industry to prepare devices and
systems for the marketplace.

• Technological problems must be researched before they can be solved.
• Not all problems are technological, and not every problem can be solved

using technology.
• Many technological problems require a multidisciplinary approach.

Standards Related to Abilities for a

Technological World

Standard 11: Apply the Design Process

Benchmarks for Grades K–2

• Brainstorm people’s needs and wants and pick some problems that can
be solved through the design process.
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• Build or construct an object using the design process.
• Investigate how things are made and how they can be improved.

Benchmarks for Grades 3–5

• Identify and collect information about everyday problems that can be
solved by technology, and generate ideas and requirements for solving a
problem.

• The process of designing involves presenting some possible solutions in
visual form and then selecting the best solution(s) from many.

• Test and evaluate the solutions for the design problem.
• Improve the design solutions.

Benchmarks for Grades 6–8

• Apply a design process to solve problems in and beyond the laboratory-
classroom.

• Specify criteria and constraints for the design.
• Make two-dimensional and three-dimensional representations of the

designed solution.
• Test and evaluate the design in relation to pre-established requirements,

such as criteria and constraints, and refine as needed.
• Make a product or system and document the solution.

Benchmarks Grades 9–12

• Identify the design problem to solve and decide whether or not to
address it.

• Identify criteria and constraints and determine how these will affect the
design process.

• Refine a design by using prototypes and modeling to ensure quality,
efficiency, and productivity of the final product.

• Evaluate the design solution using conceptual, physical, and math-
ematical models at various intervals of the design process in order to
check for proper design and to note areas where improvements are
needed.

• Develop and produce a product or system using a design process.
• Evaluate final solutions and communicate observation, processes, and
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results of the entire design process, using verbal, graphic, quantitative,
virtual, and written means, in addition to three-dimensional models.

Standard 12: Use and Maintain Technological
Products and Systems

Benchmarks for Grades K–2

• Discover how things work.
• Use hand tools correctly and safely and be able to name them correctly.
• Recognize and use everyday symbols.

Benchmarks for Grades 3–5

• Follow step-by-step directions to assemble a product.
• Select and safely use tools, products, and systems for specific tasks.
• Use computers to access and organize information.
• Use common symbols, such as numbers and words, to communicate key

ideas.

Benchmarks for Grades 6–8

• Use information provided in manuals, protocols, or by experienced
people to see and understand how things work.

• Use tools, materials, and machines safely to diagnose, adjust, and repair
systems.

• Use computers and calculators in various applications.
• Operate and maintain systems in order to achieve a given purpose.

Benchmarks for Grades 9–12

• Document processes and procedures and communicate them to differ-
ent audiences using appropriate oral and written techniques.

• Diagnose a system that is malfunctioning and use tools, materials,
machines, and knowledge to repair it.

• Troubleshoot, analyze, and maintain systems to ensure safe and proper
function and precision.

• Operate systems so that they function in the way they were designed.
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• Use computers and calculators to access, retrieve, organize, process,
maintain, interpret, and evaluate data and information in order to
communicate.

Standard 13: Assess the Impact of Products and
Systems

Benchmarks for Grades K–2

• Collect information about everyday products and systems by asking
questions.

• Determine if the human use of a product or system creates positive or
negative results.

Benchmarks for Grades 3–5

• Compare, contrast, and classify collected information in order to iden-
tify patterns.

• Investigate and assess the influence of a specific technology on the
individual, family, community, and environment.

• Examine the trade-offs of using a product or system and decide when it
could be used.

Benchmarks for Grades 6–8

• Design and use instruments to gather data.
• Use data collected to analyze and interpret trends in order to identify

the positive and negative effects of a technology.
• Identify trends and monitor potential consequences of technological

development.
• Interpret and evaluate the accuracy of the information obtained and

determine if it is useful.

Benchmarks for Grades 9–12

• Collect information and evaluate its quality.
• Synthesize data, analyze trends, and draw conclusions regarding the

effect of technology on the individual, society, and environment.
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• Use assessment techniques, such as trend analysis and experimentation,
to make decisions about the future development of technology.

• Design forecasting techniques to evaluate the results of altering natural
systems.

Standards Related to the Design World

Standard 14: Medical Technologies

Benchmarks for Grades K–2

• Vaccinations protect people from getting certain diseases.
• Medicine helps people who are sick to get better.
• There are many products designed specifically to help people take care

of themselves.

Benchmarks for Grades 3–5

• Vaccines are designed to prevent diseases from developing and spread-
ing; medicines are designed to relieve symptoms and stop diseases from
developing.

• Technological advances have made it possible to create new devices, to
repair or replace certain parts of the body, and to provide a means for
mobility.

• Many tools and devices have been designed to help provide clues about
health and to provide a safe environment.

Benchmarks for Grades 6–8

• Advances and innovations in medical technologies are used to improve
healthcare.

• Sanitation processes used in the disposal of medical products help to
protect people from harmful organisms and disease, and shape the
ethics of medical safety.

• The vaccines developed for use in immunization require specialized
technologies to support environments in which a sufficient amount of
vaccines is produced.

• Genetic engineering involves modifying the structure of DNA to pro-
duce novel genetic make-ups.
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Benchmarks for Grades 9–12

• Medical technologies include prevention and rehabilitation, vaccines
and pharmaceuticals, medical and surgical procedures, genetic
engineering, and the systems within which health is protected and
maintained.

• Telemedicine reflects the convergence of technological advances in a
number of fields, including medicine, telecommunications, virtual pres-
ence, computer engineering, informatics, artificial intelligence, robotics,
materials science, and perceptual psychology.

• The sciences of biochemistry and molecular biology have made it pos-
sible to manipulate the genetic information found in living creatures.

Standard 15: Agricultural and Related Biotechnologies

Benchmarks for Grades K–2

• The use of technologies in agriculture makes it possible for food to be
available year round and to conserve resources.

• There are many different tools necessary to control and make up the
parts of an ecosystem.

Benchmarks for Grades 3–5

• Artificial ecosystems are human-made environments that are designed
to function as a unit and are comprised of humans, plants, and animals.

• Most agricultural waste can be recycled.
• Many processes used in agriculture require different procedures, prod-

ucts, or systems.

Benchmarks for Grades 6–8

• Technological advances in agriculture directly affect the time and num-
ber of people required to produce food for a large population.

• A wide range of specialized equipment and practices is used to improve
the production of food, fiber, fuel, and other useful products and in the
care of animals.

• Biotechnology applies the principles of biology to create commercial
products or processes.
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• Artificial ecosystems are human-made complexes that replicate some
aspects of the natural environment.

• The development of refrigeration, freezing, dehydration, preservation,
and irradiation provide long-term storage of food and reduce the health
risks caused by tainted food.

Benchmarks for Grades 9–12

• Agriculture includes a combination of businesses that use a wide array
of products and systems to produce, process, and distribute food, fiber,
fuel, chemical, and other useful products.

• Biotechnology has applications in such areas as agriculture, pharmaceu-
ticals, food and beverages, medicine, energy, the environment, and
genetic engineering.

• Conservation is the process of controlling soil erosion, reducing sedi-
ment in waterways, conserving water, and improving water quality.

• The engineering design and management of agricultural systems re-
quire knowledge of artificial ecosystems and the effects of technological
development on flora and fauna.

Standard 16: Energy and Power Technologies

Benchmarks for Grades K–2

• Energy comes in many forms.
• Energy should not be wasted.

Benchmarks for Grades 3–5

• Energy comes in different forms.
• Tools, machines, products, and systems use energy in order to do work.

Benchmarks for Grades 6–8

• Energy is the capacity to do work.
• Energy can be used to do work, using many processes.
• Power is the rate at which energy is converted from one form to another

or transferred from one place to another, or the rate at which work is
done.
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• Power systems are used to drive and provide propulsion to other tech-
nological products and systems.

• Much of the energy used in our environment is not used efficiently.

Benchmarks for Grades 9–12

• Energy cannot be created nor destroyed; however, it can be converted
from one form to another.

• Energy can be grouped into major forms: thermal, radiant, electrical,
mechanical, chemical, nuclear, and others.

• It is impossible to build an engine to perform work that does not
exhaust thermal energy to the surroundings.

• Energy resources can be renewable or nonrenewable.
• Power systems must have a source of energy, a process, and loads.

Standard 17: Information and Communication
Technologies

Benchmarks for Grades K–2

• Information is data that has been organized.
• Technology enables people to communicate by sending and receiving

information over a distance.
• People use symbols when they communicate by technology.

Benchmarks for Grades 3–5

• The processing of information through the use of technology can be
used to help humans make decisions and solve problems.

• Information can be acquired and sent through a variety of technological
sources, including print and electronic media.

• Communication technology is the transfer of messages among people
and/or machines over distances through the use of technology.

• Letters, characters, icons, and signs are symbols that represent ideas,
quantities, elements, and operations.

Benchmarks for Grades 6–8

• Information and communication systems allow information to be trans-
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ferred from human to human, human to machine, and machine to
human.

• Communication systems are made up of a source, encoder, transmitter,
receiver, decoder, and destination.

• The design of a message is influenced by such factors as intended
audience, medium, purpose, and the nature of the message.

• The use of symbols, measurements, and drawings promotes a clear
communication by providing a common language to express ideas.

Benchmarks for Grades 9–12

• Information and communication technologies include the inputs, pro-
cesses, and outputs associated with sending and receiving information.

• Information and communication systems allow information to be trans-
ferred from human to human, human to machine, machine to human,
and machine to machine.

• Information and communication systems can be used to inform, per-
suade, entertain, control, manage, and educate.

• Communication systems are made up of source, encoder, transmitter,
receiver, decoder, storage, retrieval, and destination.

• There are many ways to communicate information, such as graphic and
electronic means.

• Technological knowledge and processes are communicated using sym-
bols, measurement, conventions, icons, graphic images, and languages
that incorporate a variety of visual, auditory, and tactile stimuli.

Standard 18: Transportation Technologies

Benchmarks for Grades K–2
• A transportation system has many parts that work together to help

people travel.
• Vehicles move people or goods from one place to another in water, air

or space, and on land.
• Transportation vehicles need to be cared for to prolong their use.

Benchmarks for Grades 3–5

• The use of transportation allows people and goods to be moved from
place to place.
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• A transportation system may lose efficiency or fail if one part is missing
or malfunctioning or if a subsystem is not working.

Benchmarks forGrades  6–8

• Transporting people and goods involves a combination of individuals
and vehicles.

• Transportation vehicles are made up of subsystems, such as structural
propulsion, suspension, guidance, control, and support, that must func-
tion together for a system to work effectively.

• Governmental regulations often influence the design and operation of
transportation systems.

• Processes, such as receiving, holding, storing, loading, moving, unload-
ing, delivering, evaluating, marketing, managing, communicating, and
using conventions are necessary for the entire transportation system to
operate efficiently.

Benchmarks for Grades 9–12

• Transportation plays a vital role in the operation of other technologies,
such as manufacturing, construction, communication, health and safety,
and agriculture.

• Intermodalism is the use of different modes of transportation, such as
highways, railways, and waterways as part of an interconnected system
that can move people and goods easily from one mode to another.

• Transportation services and methods have led to a population that is
regularly on the move.

• The design of intelligent and non-intelligent transportation systems
depends on many processes and innovative techniques.

Standard 19: Manufacturing Technologies

Benchmarks for Grades K–2

• Manufacturing systems produce products in quantity.
• Manufactured products are designed.
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Benchmarks for Grades 3–5

• Processing systems convert natural materials into products
• Manufacturing processes include designing products, gathering resources,

and using tools to separate, form, and combine materials in order to
produce products.

• Manufacturing enterprises exist because of a consumption of goods.

Benchmarks for Grades 6–8

• Manufacturing systems use mechanical processes that change the form
of materials through the processes of separating, forming, combining,
and conditioning them.

• Manufactured goods may be classified as durable and non-durable.
• The manufacturing process includes the designing, development, mak-

ing, and servicing of products and systems.
• Chemical technologies are used to modify or alter chemical substances.
• Materials must first be located before they can be extracted from the

earth through such processes as harvesting, drilling, and mining.
• Marketing a product involves informing the public about it as well as

assisting in its sales and distribution.

Benchmarks for Grades 9–12

• Servicing keeps products in good operating condition.
• Materials have different qualities and may be classified as natural,

synthetic, or mixed.
• Durable goods are designed to operate for a long period of time, while

non-durable goods are designed to operate for a short period of time.
• Manufacturing systems may be classified into types, such as customized

production, batch production, and continuous production.
• The interchangeability of parts increases the effectiveness of manufac-

turing processes.
• Chemical technologies provide a means for humans to alter or modify

materials and to produce chemical products.
• Marketing involves establishing a product’s identity, conducting re-

search on its potential, advertising it, distributing it, and selling it.
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Standard 20: Construction Technologies

Benchmarks for Grades K–2

• People live, work, and go to school in buildings, which are of different
types: houses, apartments, office buildings, and schools.

• The type of structure determines how the parts are put together.

Benchmarks for Grades 3–5

• Modern communities are usually planned according to guidelines.
• Structures need to be maintained.
• Many systems are used in buildings.

Benchmarks for Grades 6–8

• The selection of designs for structures is based on factors such as
building laws and codes, style, convenience, cost, climate, and function.

• Structures rest on a foundation.
• Some structures are temporary, while others are permanent.
• Buildings generally contain a variety of subsystems.

Benchmarks for Grades 9–12

• Infrastructure is the underlying base or basic framework of a system.
• Structures are constructed using a variety of processes and procedures.
• The design of structures includes a number of requirements.
• Structures require maintenance, alteration, or renovation periodically to

improve them or to alter their intended use.
• Structures can include prefabricated materials.
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APPENDIX C
Challenges and
Opportunities for
Assessing
Technological Literacy
in the United States

Workshop of the Committee on Assessing Technological Literacy

Lecture Room
National Academies Building

2100 C Street, NW
Washington, D.C.

September 28–29, 2004

September 28

6:30 p.m.–8:00 p.m. Pre-Workshop Informal Reception
Rotunda of the National Academy of Sciences
2100 C Street, NW
(picture ID must be shown at door)

* * * *
September 29

7:30 a.m.–8:00 a.m. Continental Breakfast

8:00 a.m.–9:00 a.m. Plenary Session 1: The Project and Workshop
in Context

Topic 1: Project history and goals of the workshop
Elsa Garmire, Committee Chair
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Topic 2: Overview of assessment instruments col-
lected by the project
Greg Pearson, NAE

Topic 3: Challenges and opportunities for assess-
ment of technological literacy
Committee Panel

Questions and Discussion

9:00 a.m–11:30 a.m. Concurrent Session I

Panel 1 [LECTURE ROOM]: Federal and State
Perspectives

Committee Moderator: Rodger Bybee
• Susan Brandon, Assistant Director, Social, Be-

havioral and Educational Sciences, White House
Office of Science and Technology Policy

• Rep. Phyllis Heineman, Chair, House Educa-
tion Committee, South Dakota State Leg-
islature

Panel 2 [LECTURE ROOM]: District, School,
and Classroom Perspectives

Committee Moderator: Martha Cyr
• Tony Bruno, Treasurer, Arizona School Board

Association
• Ken Starkman, Technology and Engineering

Consultant, Wisconsin Department of Public
Instruction

• Arthur Linder, Principal, Oak Hill Academy,
District of Columbia

Panel 3 [ROOM 250]: Business/Industry
Perspectives

Committee Moderator: Marc deVries
• John Rauschenberger, Manager of Personnel

Research and Development, Ford Motor Co.
• Ed Nicholson, Director, Media & Community

Relations, Tyson Foods, Inc.
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• Peter Joyce, Workforce Development Manager,
Worldwide Education, Cisco Systems, Inc.

Panel 4 [ROOM 250]: Workforce and Employ-
ment Perspectives

Committee Moderator: Elsa Garmire
• Susan Sclafani, Counselor to the Secretary

and Assistant Secretary for Vocational, Techni-
cal, Career Education, U.S. Department of
Education

• Pamela Frugoli, Skill Assessment Team Lead,
Office of Workforce Investment, Employment
and Training Information, U.S. Department
of Labor

• Thomas Carretta, Engineering Psychologist,
Human Effectiveness Directorate, Air Force Re-
search Laboratory

11:30 a.m.–12:30 p.m. Plenary Session 2:  Reporting Out from Con-
current Session I and Discussion [LECTURE
ROOM]

Committee Moderator:  José Mestre

12:30 p.m.–1:30 p.m. Lunch [LECTURE ROOM]

1:30 p.m.–4:00 p.m. Concurrent Session II

Panel 1 [LECTURE ROOM]: International/
Comparative Assessment Perspectives

Committee Moderator: Richard Kimbell
• Marian Lemke, National Program Manager for

PISA (Programme for International Student
Assessment), National Center for Education
Statistics

• Christine O’Sullivan, Principal, K–12
Consulting
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Panel 2 [LECTURE ROOM]: National Assess-
ment Perspectives

Committee Moderator: Jon Miller
• Larry Suter, Statistician and Program Director,

Division of Research, Evaluation, and Com-
munication, National Science Foundation

• Dylan Wiliam, Senior Research Director,
Learning and Teaching Research Center, Edu-
cational Testing Service

Panel 3 [ROOM 250]: Assessment Developers’
Perspectives

Committee Moderator: Susanna Hornig Priest
• Stephen Lazer, Vice President for Assessment

Development, Educational Testing Service
• Nancy Petersen, Distinguished Research Scien-

tist, Measurement & Statistical Research, ACT
• Margaret Jorgensen, Senior Vice President for

Product Research and Innovation, Harcourt
Assessment

Panel 4 [ROOM 250]: Informal Education Per-
spectives

Committee Moderator: Sharif Shakrani
• Ray Vandiver, Vice President of Exhibits, Or-

egon Museum of Science and Industry
• Julie Benyo, Director of Education Initiatives,

WGBH
• Regina A. Corso, Research Director, Public

Policy, Harris Interactive

4:00 p.m.–5:00 p.m. Plenary Session 3: Reporting out from Concur-
rent Session II and Discussion [LECTURE
ROOM]

Committee Moderator: Rod Custer

5:00 p.m.–5:15 p.m. Closing Comments and Adjournment
Elsa Garmire
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APPENDIX D
Research on Learning
in Technology and
Engineering: A
Selected Bibliography1

Technology

Angelides, D.C., A. Poulopoulos, I. Avgeris, and P. Haralampous. 2000. Case studies
and information technology in civil engineering learning. Journal of Professional
Issues in Engineering Education and Practice 126(3): 125–132.

Ankiewicz, P., and S. Van Rensburg. 2001. Assessing the attitudinal technology
profile of South African learners: a pilot study. International Journal of Technol-
ogy and Design Education 11(2): 93–109.

Autio, O. 2003. Decision-making process in technology education. Presented at the
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Armed Services
Vocational Aptitude Battery

Background

Sponsor/Creator U.S. Department of Defense

Purpose Assess potential of military recruits for job
specialties in the armed forces; provide a
standard for enlistment

What is measured Knowledge and reasoning skills in eight
areas

Target population Young Americans interested in military
careers

Item format Multiple choice

Sample size More than 900,000 high school students
annually

Frequency of administration Ongoing in its present form since 1968

Availability Sample items available from various test
preparation books (e.g., Kaplan ASVAB
2004 edition, Simon and Schuster)

Scope

The U.S. Department of Defense maintains and administers the
Armed Services Vocational Aptitude Battery (ASVAB)1 to assess the
potential of military recruits for enlistment and various specialties. ASVAB
is currently administered in three forms. High school students, the most
common test takers, can take the form 18/19 version of the ASVAB as
early as 10th grade. Recruiters can also administer a paper version or
computer-adapted exam to prospective recruits who are no longer in

1ASVAB is a registered trademark of the U.S. Department of Defense.
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school. ASVAB includes eight sections: general science, arithmetic rea-
soning, word knowledge, paragraph comprehension, auto and shop infor-
mation, mathematics, mechanical comprehension, and electronics
information.

Scores are reported in each area, and a simple equation is used to
calculate a raw score, which is converted into a percentile score. Test
takers also receive composite scores in verbal ability, math ability, and
academic ability. Minimum percentile scores are required for enlistment;
combinations of scores from the eight areas are used to qualify test takers
for specialties in each branch of the military.

Sample Items

Readers wishing to get a sense of the types of items on ASVAB
are encouraged to look at an ASVAB test-preparation book, such as
ASVAB, The Armed Services Vocational Aptitude Battery, 2004 Edition
(Simon and Schuster).

Committee Observations

The ASVAB exam is an appropriate instrument for the military
to assess a broad range of knowledge and abilities among high school
students and young adults. The sections on spatial reasoning, mechanical
comprehension, and auto and shop information seem relevant to techno-
logical literacy. Despite the emphasis on technological topics, however,
most of the items are very narrow in scope and require only factual recall
or low-level application of knowledge. The auto and shop questions favor
males, who tend to have more exposure in these areas.

Assessment of Performance in Design
and Technology

Background

Sponsor/Creator Richard Kimbell, et al. at the Technology
Education Research Unit, Goldsmiths
College, University of London, with fund-
ing from the U.K. Department of Educa-
tion and Science
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Purpose Curriculum development, research

What is measured Design capabilities

Target population 15-year-old students in the United
Kingdom

Item format 90-minute open-ended design tasks, half-
day modeling tasks, and a long-term
project

Sample size Approximately 10,000 students from more
than 700 schools in the United Kingdom

Frequency of administration Once, in 1989

Availability Kimbell, R., K. Stables, T. Wheeler, A.
Wozniak, and V. Kelly. 1991. The Assess-
ment of Performance in Design and Technol-
ogy: The Final Report of the APU
Design and Technology Project. London (D/
010/B/91): Schools Examinations and
Assessment Council/Central Office of
Information. 285 pp.

Scope

The Assessment Performance Unit (APU) was established in
1975 to monitor student achievement in British schools. Over time, the
focus of APU shifted from assessment to providing support for curriculum
development. In 1985, APU commissioned an assessment of design and
technology achievement to gauge how well students performed in design
and technology activities. The assessment had three parts.

The first part, administered to approximately 9,000 students,
was a 90-minute pencil-and-paper test on which students were asked to
complete a structured activity. Twenty-one activities were created for the
assessment each involving one of three contexts: people, environment, or
industry. Each activity had a specific focus: starting point, early idea,
development of a solution, evaluation of a product, or modeling. A



T E C H  T A L L Y270

“starting-point” activity might ask students to suggest new or improved
products or systems that could be designed for the garden. A “develop-
ing-solutions” activity might ask students to design a self-watering plant
pot that could be stacked and interlocked. The activities ranged from
closed, well-defined questions to open, loosely defined tasks.

In the second part of the assessment, about 1,500 students who
completed the paper-and-pencil test, took part in a half-day, team-based
modeling activity in which they could use various soft and rigid modeling
materials, such as rubber bands, beads, string, and fabric, to create a
prototype design.

The final assessment component involved approximately 70 of
the 1,500 students from the second test. The students participated in
long-term (up to nine months) school projects. Students were regularly
interviewed to develop a long-term history of individual performance.

In all three assessment components, researchers tried to deter-
mine how well students formed ideas, organized their time and resources,
considered alternative solutions, and modeled solutions that could be
evaluated against the user’s needs. Activities were evaluated in three areas:
the processes in design and development, the quality of communication,
and conceptual understanding. Holistic marks indicating a student’s over-
all capabilities were awarded based on pre-established characteristics of
good and poor performance. Individual discriminators of capability, ques-
tions to ascertain if a student’s responses included certain predetermined
components, were also used to evaluate performance.

Sample Items

• Developing-solutions, concept-model activity for the 90-minute paper-
and-pencil test. (Concept-model activities were presented to students in
physical form. Ready-made ideas presented in half-developed form
allowed students to proceed quickly into the design stage of the project.)

When considering the needs of the elderly, a group of
young people recognized the weakness of built-in cooker
timers and decided to make one that was more suitable.

A member of the team came up with the idea that a portable
timer could be designed that was set by a twisting action.

Design a timer for the elderly that:
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a) is portable
b) is set with a twisting action
c) will sound an alarm when the time runs out
d) is a suitable size and shape

Your task today is to take this idea and develop it as far as
you can in the time available.

(This activity included a drawing of a twist-type timer.)

• Modeling activity for the half-day, team-based assessment

The team has decided to make a bird scarer for use in
gardens and allotments.

A member of the team came up with the idea that “spinning
in the wind” advertising could be developed for scar-
ing birds.

Design a bird scarer that:

a) Has sails or vanes that catch the slightest breeze
b) Makes “bird scaring” movements
c) Gives off “bird scaring” sounds from a sound box
d) Fits into the environment

Your task today is to take this idea and develop it as far as
you can in the time available.

(This activity included two drawings. The first was of a wind-sail
mounted on top of a sound box. The second depicted a garden and was
accompanied by a number of thought-provoking questions, such as
“what about high winds?”, “what makes the sound?”, and “is it safe?”)

Committee Observations

This instrument reflects a curricular emphasis on “design and
technology” in the U.K. educational system. Assessment activities seem to
require higher order cognitive capabilities. The evaluation framework,
which includes holistic, procedural, communication, and conceptual ele-
ments based on four domains (task clarification, investigation, solution
generation, and appraisal), is conceptually robust.

This instrument is complex and would be difficult and expensive
to administer, score, and report on a large scale. The task-centered
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approach to assessment offers real insights into design competency but
does not address technological literacy in the broad sense defined by the
committee.

Awareness Survey on
Genetically Modified Foods

Background

Sponsor/Creator Jane Macoubrie, Patrick Hamlett, and
Carolyn Miller, North Carolina State Uni-
versity, with funding from the National
Science Foundation

Purpose Research on public involvement in deci-
sion making on science and technology
issues

What is measured Knowledge and attitudes toward geneti-
cally modified foods

Target population American adults

Item format Multiple choice

Sample size 45 adults in North Carolina

Frequency of administration Once, in 2001

Availability Jane Macoubrie, Department of Commu-
nication, North Carolina State University

Scope

This project was inspired by the Danish practice of providing
opportunities for citizens to participate in “consensus conferences” to
discuss science and technology issues and make policy recommendations
to the government. Conference participants are non-experts who are
provided with extensive background information on a subject and then
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convened to discuss the issue. Researchers at North Carolina State Uni-
versity conducted a Danish-style consensus conference in 2001 to assess
the feasibility of consensus conferences in the United States. This survey,
which was administered to participants prior to the conference, included
20 multiple-choice questions addressing ethical and scientific issues, as
well as current practices in the farming of genetically modified crops.

Sample Items2

• Can genes escape from genetically modified crops and
jump to other plants?

A. Yes and they often do
B. Only to some crops, but those crops aren’t genetically

modified
C. Only during rare climatic conditions
D. No, genes cannot move from species to species with-

out human intervention
E. I don’t know

(Suggested correct answer: A)

• To keep genetically modified crops separate from tradi-
tional crops, farmers are currently required to do which
of the following?

A. Use different machines to harvest each field
B. Use different storage bins and silos
C. Transport separately to the production facility
D. None of the above
E. I don’t know

(Suggested correct answer: D)

• Ethical arguments against the genetic modification of
food products include:

A. Genetically modified crops violate species integrity
B. Biotechnology changes too fast to effectively under-

stand and regulate it
C. The belief that scientists should not “play God”
D. All of the above
E. I don’t know

(Suggested correct answer: D)

2Reprinted with permission of the North Carolina Citizens’ Forum Project Team
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Committee Observations

This content-specific survey does not require higher order think-
ing skills. In addition, the level of factual knowledge required to perform
well is likely to be beyond the capability of most individuals in the target
population. It would be interesting to administer a survey like this before
and after participation in a consensus-type conference to determine what,
if any, learning has taken place.

Design-Based Science

Background

Sponsor/Creator David Fortus, University of Michigan

Purpose Curriculum development, research

What is measured Science and technology knowledge and
transfer of design skills to new situations

Target population 9th- and 10th-grade students in the
United States

Item format Multiple-choice and open-ended ques-
tions and design skills projects

Sample size 92 students in 9th and 10th grade in one
Michigan public high school

Frequency of administration Once, in 2001–2002

Availability Dissertation held at University of Michi-
gan and an article describing the instru-
ment (Journal of Research in Science
Training 41(10): 1081–1110).
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Scope

David Fortus developed the design-based science (DBS) cur-
riculum as part of the dissertation for his Ph.D. The DBS curriculum has
three units: structures for extreme environments, environmentally safe
batteries, and safer cell phones. The course instructor (not Fortus) started
each unit by administering a pre-instruction content-knowledge test.
The test was followed by a number of weeks of classroom teaching on the
science and technology related to the unit, as well as instruction in
the design process. At the end of each unit, students were given an exam
that included 13–15 multiple-choice questions and 2–5 open-ended ques-
tions. Multiple-choice questions required low, medium, and high cogni-
tive skills; open-ended questions required medium and high cognitive
skills (as determined by Fortus).

To test the transfer of design skills, students in groups of four
were asked to apply knowledge from each unit to a new situation. The
structures for extreme environments unit was followed by a design project
requiring the design of a kite that could fly a mile high. The environmen-
tally safe batteries unit was followed by a project requiring the design of a
battery for an artificial heart. The unit on safer cell phones was followed
by a project requiring the design of a hearing protector for rock musicians.
Groups were evaluated in five categories: design variables; gathering of
information; comparison of options; model, drawing, or diagram; and
design evaluation. All four students in each group earned the same grade
on the project.

Sample Items3

• Safer cell phones unit multiple-choice question

A cell phone is similar to a microwave oven because:

A. Both have been proven to be dangerous to your
health

B. They both emit microwaves
C. They operate on the same voltage

3From Fortus, D., R.C. Dershimer, J.S. Krajcik, R.W. Marx, and R. Mamlok-
Naaman. 2004. Design-based science (DBS) and student learning. Journal of Re-
search in Science Teaching 41(10): 1081–1110.
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D. They both operate on the same frequency

• Environmentally safe batteries unit open-ended question

A group of students builds a battery from two strips of
aluminum metal immersed in a beaker of distilled water.
They connect the battery to the voltmeter and are surprised
that the voltmeter shows no reading. Explain what’s wrong
with their battery and what they should change in order to
measure a voltage reading. Assume that the voltmeter and
connecting wires are not broken, and that you can add or
change materials to the setup if necessary.

• Structures for extreme environments unit assessment of design skills

Can you design a kite that will fly one mile high?

Students were evaluated based on their analysis in the following areas
(criteria were given to students with the assignment):

1) Why won’t a standard kite you can buy at any toy store
be able to fly one mile high? If you understand this,
you then will know what will have to be the special
characteristics of your kite.

2) Where did you gather the information you needed
(encyclopedias, books in the library, the web, hobby
shops, family and friends, magazines, and so on)?
What was the information you gathered and what was
its relevance to the kite you designed?

3) Did you identify all the factors that needed to be
considered in designing the kite?

4) Did your group come up with a range of design
options? What were they?

5) Did you select a single option from this range? Did you
justify your decision based on functional, scientific,
aesthetic or other considerations?

6) How did you describe your solution? Did you use
technical and concept drawings? Did you build mod-
els?

7) Did you develop a plan for testing the kite and its
components?

Committee Observations

The knowledge-transfer aspect of this instrument is intriguing.
Knowledge transfer in the context of design seems to require higher order
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thinking, and requiring both written answers and an evaluation of the
processes used to come to those answers further suggests a focus on higher
order thinking. The curriculum and the assessment could be improved by
placing more emphasis on technological capabilities.

Design Team Assessments for
Engineering Students

Background

Sponsor/Creator Transferable Integrated Design Engineer-
ing Education (TIDEE), a consortium of
schools under the direction of Denny C.
Davis, Washington State University

Purpose Assess students’ knowledge, performance,
and evaluation of the design process; evalu-
ate student teamwork and communica-
tion skills

What is measured Student knowledge and skills in engineer-
ing design

Target population Baccalaureate engineering students

Item format Constructed-response, team design exer-
cise, reflective essay

Sample size Unknown

Frequency of administration Unknown

Availability http://www.tidee.cea.wsu.edu/assessment-
tools/

Scope

This three-part assessment was developed in 2002. The first
component, intended for early-stage baccalaureate engineering students,
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is a formative assessment of students’ knowledge of the engineering design
process, teamwork, and design communication. It includes three
constructed-response questions and requires 15 to 20 minutes to adminis-
ter. A detailed evaluation rubric identifies seven criteria for scoring each
question.

The second component addresses students’ ability to perform
crucial engineering design processes and is intended for pre-capstone
design-project students. The assessment is administered to teams of four
students who are allowed 35 minutes for the design activity and 7 minutes
to complete the associated worksheets. A three-part evaluation rubric
focuses on the steps of the design process rather than on the final project.

The final component, which builds on the second, requires a
reflective essay in which students are asked to explain and improve upon
the design process, as well as to consider the role of teamwork and
communication in their design effort. The essay rubric evaluates how well
students reflect on their team design experience.

Sample Items4

• Component 1: Knowledge of engineering design process, teamwork,
and design communication

In general, a process is an ordered set of activities to
accomplish a goal. In the space below, describe and/or
diagram your understanding of the engineering design

process.

(Suggested correct answer mentions gathering informa-
tion, defining requirements, generating ideas, evaluating
ideas, making decisions, implementing ideas, and devel-
oping a process.)

• Component 2: Ability to perform engineering design processes (in
groups of four)

4From Davis, D., S. Beyerlein, K. Gentili, L. McKenzie, M. Trevisan, C. Atman,
R. Adams, J. McCauley, P. Thompson, P. Daniels, R. Christianson, T. Rutar, and D.
McLean. 2002. Design Team Knowledge Assessment, Part 1 of the Design Team
Readiness Assessment developed by the Transferable Integrated Design Engineering
Education (TIDEE) Consortium. Available online at: http://www.tidee.wsu.edu.
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Your group is charged with developing a testing procedure

to convincingly show how well an assigned hand tool (or
other device) satisfies one key customer expectation. Your
testing procedure should be described such that another
engineer could independently implement your procedure
and obtain the same results.

A. Describe your team organization and member re-
sponsibilities assigned to ensure that your team can
complete this activity effectively and in the 35 minutes
allotted.

B. Identify customer expectations of the tool (list and
give brief explanation of each).

C. What source or sources of information did you use to
aid in identifying customer expectations?

D. Identify the most essential customer expectation.
Justify your selection.

E. Describe a complete testing procedure for your one

selected feature. Itemize steps. As appropriate, in-
clude sketches or specifics about data collection and
analysis.

(Suggested correct answer: (A) Credit is awarded for
leadership assignment, explanation of time/task man-
agement, and details of roles and responsibilities of team
members. (B) Credit is awarded for identifying at least
five customer needs and explaining three of them.
(C) Credit is awarded for identifying at least two sources
of information. (D) Credit is awarded for selecting only
one customer expectation as the most important and
providing a reasonable explanation of its importance.
(E) Points are awarded for listing relevant ideas for
testing, defining detailed steps of testing procedures,
considering variability and replication of the results,
defining a means of quantifying test results, and provid-
ing criteria for the tool to pass the test.)

• Component 3: Understanding of the engineering design process and
analysis of team design performance

Prepare a 2-page essay, double-spaced in 12-point font,
demonstrating your understanding of team-based engi-
neering design processes focused on meeting a customer’s
needs. Reflecting on your recent team design experience
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(Component 2), explain what you did as a team, why it
worked or didn’t work, and how you could improve your
team’s performance. Specifically address these issues with
respect to (1) the engineering design process; (2) team-
work; and (3) design communication.

(Suggested correct answer: A correct answer will include
a discussion of actions and occurrences in the group,
explain why things were effective or not, and propose
improvements in the team design process in six areas:
customer focus, management of the design process, as-
signment of roles/responsibilities, management of task/
time, oral/team dynamics, and writing the team log.)

Committee Observations

The multiple forms of assessment and open format provide a
broad exploration of what students know about the design process. Al-
though intended for a highly focused audience of baccalaureate engineer-
ing students, this assessment could also be used for teachers, high school
students, and perhaps even middle school students. The reflective essay
may be the most valuable part of the assessment, because it encourages
metacognition but does not require specific jargon for a positive evalua-
tion. However, this instrument does not require knowledge transfer,
which seems to disconnect it from a real-world design situation. Students
could perform well on this assessment without believing in any of the
lessons of teamwork or the design process. That is, by memorizing jargon
and the school-learned steps of the design process, a student could do well
without demonstrating higher order thinking skills.

Design Technology (Higher Level)

Background

Sponsor/Creator International Baccalaureate Organization,
Geneva, Switzerland

Purpose Student achievement (part of qualifica-
tion for diploma)
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What is measured Knowledge and capability in technologi-
cal design

Target population Students in IB programs, ages 16 to 19

Item format Multiple-choice, data-based, short-
answer, and extended-response items

Sample size IB students throughout the world follow-
ing an “experimental sciences” curriculum

Frequency of administration Regularly since 2003

Availability IB North America, ibna@ibo.org

Scope

The International Baccalaureate (IB) Organization oversees the
IB Diploma Program, which offers intensive pre-university courses and
exams. Students in the program choose the focus of their intensive study
while still pursuing a broad education in the sciences and humanities. The
IB Diploma Program offers courses in six academic subjects: language A1,
a second language, individuals and societies, experimental sciences, math-
ematics and computer sciences, and the arts. Students must take at least
one course in each area. Diploma candidates must pursue at least three,
but not more than four, subjects at the higher level (at least 240 teaching
hours). All other courses are taken at the standard level (150 teach-
ing hours).

Students who choose to focus their studies on the experimental
sciences take courses in biology, chemistry, environmental systems, phys-
ics, and design technology. The syllabus for the standard-level design
technology course stipulates that the curriculum must cover six areas of
design technology: designers and the design cycle; the responsibility of the
designer; materials, manufacturing processes, and techniques; production
systems; and clean technology and green design. The curriculum for
higher level courses covers these additional topics: raw material to final
product; microstructures and macrostructures; and appropriate
technologies.

Items in the three-part assessment—called Papers 1, 2, and 3—
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are grouped into three increasingly challenging objectives. At the Objec-
tive 1 level, students are required to define, list, or measure, among other
tasks. At the Objective 2 level, students are required to compare, calculate,
estimate, and outline. At the highest level, Objective 3, students are asked
to deduce, predict, evaluate, and design. Student performance is also
evaluated by a teacher-directed “internal assessment,” which includes a
design project. The rubric for the internal assessment includes student
planning, data collection, data processing and presentation, and manipu-
lative and personal skills.

Sample Items5

• Paper 1, higher level, multiple-choice (November 2004)

Which technique fuses solid particles with heat and pres-
sure without completely liquefying them?

A. Injection molding
B. Casting
C. Sintering
D. Lamination

(Suggested correct answer: C)

• Paper 2, higher level, data-based (November 2004)

Figure 1 shows the London Eye, which was designed as a
landmark project for the millennium. It is like a giant bicycle
wheel (circumference 424 m) with a central hub and spindle
(330 tonnes) connected to outer and inner rims by a total of
64 cable spokes, each 75 m long. 32 passenger capsules are
mounted around the rim with a maximum capacity of
25 people per capsule. The entire structure stands 135 m
high and is supported from one side only (see Figure 2).
The wheel turns continuously anti-clockwise, during oper-
ating hours, at 0.26 m/s, even when people are getting on
and off. As passengers travel from X to Y in fine weather
they can see over 40 km in each direction (see Figure 3).

(Figure 1 is an aerial photograph of the London Eye on the Thames
River in London. Figure 2 is an engineering drawing of the London

5Reprinted with permission of International Baccalaureate Organization.
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Eye that depicts the A-frame design and how the structure is supported.
Figure 3 shows a circle representing the London Eye and demonstrates
the height at which optimum views are possible. When radii are drawn
to points X and Y, they form a right angle. The exam question has
10 parts; 3 are reproduced below.)

(a) Calculate how long to the nearest minute passengers
enjoy the optimum views as the capsule they are
inside is rotated from X to Y, as shown in Figure 3.

(b) List two dominant considerations in the design of the
London Eye.

(c) State the importance of tensile forces in relation to the
design of the wheel.

• Paper 2, higher level, extended response (November 2004)

Figure 6 shows the Tizio lamp, a steel desk lamp using a low voltage/
low wattage light bulb designed by Richard Sapper in 1972. In this
design there are two hollow beams connecting the electric cables which
can be moved to adjust the angle and height of a light source over a
working surface. Each beam has a counterbalanced weight at the end to
keep the whole lamp in equilibrium.

(Figure 6 is a schematic drawing of the Tizio lamp, with diagrams
showing the characteristics described in the question. There are 7 parts
to this question; 2 are reproduced below.)

(a) Outline one suitable treatment or finish for the steel
lamp.

(b) Suggest three ways in which the designer has bal-
anced form with function in the design of the lamp.

• Paper 3, higher level, extended response (November 2004)

Explain three problems associated with existing agricul-
tural practices that have led to increased interest in organic
agriculture.

Committee Observations

This instrument does a very good job of assessing knowledge
related to the IB curriculum. Paper 1 tests basic knowledge at the
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application level. Papers 2 and 3 require in-depth, higher order processing
skills. The assessment seems particularly effective at teasing out knowl-
edge of the design process. All three papers require technical knowledge
beyond what might be considered basic technological literacy. Many of
the items are difficult and may be appropriate only for 12th-grade or post-
secondary students who have completed the appropriate coursework.

Engineering K–12 Center Teacher Survey

Background

Sponsor/Creator American Society for Engineering Edu-
cation (ASEE)

Purpose Inform outreach efforts to K–12 teachers

What is measured Attitudes, knowledge, and interest about
engineering

Target population K–12 teachers

Item format Survey

Sample size Approximately 400 teachers

Frequency of administration Continuously available

Availability http://www.engineeringk12.org/educators/
taking_a_closer_look/survey1.cfm

Scope

ASEE uses this instrument to help shape communications, prod-
ucts, and services for the K–12 community. The instrument’s 44-question
survey probes teachers’ perceptions of the accessibility of various careers,
including engineering, to women and minorities. It also addresses teach-
ers’ attitudes toward engineers as well as the efficacy of using engineering
to help teach other subjects. In addition to tapping attitudes, the survey
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collects demographic data, including gender, ethnicity, age, type of school,
years of teaching experience, and family and friendship connections to an
engineer.

Sample Items

• Indicate whether you strongly disagree, disagree,
are neutral, agree, or strongly agree with the following
statement:

Engineering can be a way to help teach students lan-
guage arts.

(Strongly disagree: 1.4 percent, disagree: 8.1 percent,
neutral: 28.7 percent, agree: 47.2 percent, strongly agree:
14.6 percent)

• Indicate whether you strongly disagree, disagree, are
neutral, agree, or strongly agree with the following
statement:

Majoring in engineering is harder than majoring in
English.

(Strongly disagree: 2.1 percent, disagree: 9.4 percent,
neutral: 25.0 percent, agree: 30.9 percent, strongly agree:
32.5 percent)

• For which of the following careers would an engineering
degree prepare you? Please select all that apply.
___ NASCAR crew chief
___ Sneaker designer
___ Business consultant
___ Pop music producer
___ Perfume maker
___ None of the above

(NASCAR crew chief: 89.9 percent; sneaker designer:
96.3 percent; business consultant: 75.5 percent; pop music
producer: 57.9 percent; perfume maker: 72.4 percent;
none of the above: 2.4 percent)
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Committee Observations

This instrument does not, nor is it intended to, assess higher
order thinking. However, by assessing teachers’ attitudes about engineer-
ing, the survey does convey a general sense of how effective teachers might
be at encouraging student technological literacy. If teachers’ attitudes
indicate inaccurate perceptions of engineering, it is unlikely they will be
able to teach effectively technology-related concepts and skills or provide
sound advice to students about opportunities for technology-related careers.

Eurobarometer: Europeans, Science and
Technology

Background

Sponsor/Creator European Union (EU) Directorate-
General for Press and Communication

Purpose Monitor changes in public views of sci-
ence and technology to assist decision
making by policy makers

What is measured Opinions about science and technology

Target population People 15 years and older in the EU

Item format Survey

Sample size 16,029 people in all 14 EU member states

Frequency of administration Surveys on various topics conducted regu-
larly since 1973; this poll was taken in
May/June of 2001

Availability http://europa.eu.int/comm/research/press/
2001/pr0612en-report.pdf
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Scope

Participants (approximately 1,000 from each country) were asked
to give their opinions on questions related to seven areas of science and
technology: (1) information, interest, knowledge; (2) values, science, tech-
nology; (3) responsibilities and accountability of scientists; (4) genetically
modified food; (5) levels of confidence; (6) young people and the scientific
vocation crisis; and (7) European scientific research. Although some ques-
tions in the “information, interest, knowledge” section included questions
testing knowledge of general science and technology, most questions
asked only for opinions. The option of “don’t know” was always available.

Sample Items

• Information, interest, and knowledge question related to how people
get scientific information

Participants were asked if they tended to agree or disagree with the
following statement.

I prefer to watch television programs on science and
technology rather than read articles on this subject.

(66 percent of participants agreed with this statement,
24 percent disagreed, and 10 percent said they did not
know.)

• Information, interest, and knowledge question related to knowledge
and perception of topical scientific subjects

Participants were asked to indicate whether the following statement is
true or false.

Mad cow disease (bovine spongiform encephalopathy) is
due to the addition of hormones in cattle feed.

(Suggested correct answer: false. 49 percent of partici-
pants thought the statement was true, 32 percent thought
it was false, and 19 percent did not know.)
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• Values, science, and technology question on optimism regarding science

Participants were asked whether or not they agreed with the following
statement.

Thanks to scientific and technological progress, the earth’s
natural resources will be inexhaustible.

(21 percent agreed with the statement, 61 percent dis-
agreed, and 17 percent did not know.)

Committee Observations

This is predominantly an opinion survey. Thus, it does not pro-
vide a meaningful assessment of technological literacy. However, it does
demonstrate the importance of measuring public perceptions of science
and technology. Most questions are straightforward and focus on current
issues, but a few questions in the “perceptions of scientific methods”
section appear to require some higher order thinking. In addition, the poll
has a much stronger emphasis on environmental and biorelated science
and technology issues (e.g., mad cow disease and genetically modified
food) than might be expected in a similar American survey.

European Commission Candidate Countries
Eurobarometer: Science and Technology

Background

Sponsor/Creator Gallup Organization of Hungary, with
funding from the European Commission

Purpose Monitor public opinion on science and
technology issues of concern to policy
makers

What is measured Opinions about various science and tech-
nology issues
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Target population People 15 years and older

Item format Survey

Sample size 12,247 adults in 13 EU candidate
countries

Frequency of administration Periodically since 1973; this survey was
administered in November 2002

Availability h t t p : / / w w w . e u r o p a . e u . i n t / c o m m /
publ i c_opinion/archives/ c ceb/2002/
2002.3_science_technology.pdf

Scope

The European Union (EU) regularly monitors the opinions of
citizens of member states about issues of concern to policy makers. This
poll extends that model to a group of countries seeking membership in the
EU. Poll questions primarily solicit opinions about science and technol-
ogy, but a few questions attempt to assess general knowledge of these
subjects. The accompanying report presents findings in eight areas: (1) in-
formation, interest, knowledge; (2) values, science, and technology; (3) the
morality of science; (4) the bovine spongiform encephalopathy (BSE)
epidemic; (5) food based on genetically modified organisms; (6) the scien-
tific profession; (7) the scientific vocational situation; and (8) European
scientific research. Survey results are weighted by age, sex, region, profes-
sion, religion, size of locality, educational level, and marital status. The
results of this survey were compared to those of a poll in 2001,
Eurobarometer 55.2, Europeans, Science and Technology (also reviewed
by the committee), that asked similar questions.

Sample Items

• Information, interest, knowledge related to fundamental scientific facts

Here is a little quiz. For each of the following statements,
please tell me if you think it is true or false. If you don’t
know, say so, and we will go on to the next one.



T E C H  T A L L Y290

Antibiotics kill viruses as well as bacteria.

(Suggested correct answer: False. 23 percent in candi-
date countries and 40 percent in member countries an-
swered correctly.)

• Values, science, and technology question on superstition, ignorance
about science and pre-modern nostalgia

I will now read out some statements about science, tech-
nology, or the environment. For each statement, please tell
me if you tend to agree or tend to disagree.

In my daily life, it is not important to know about science.

(In candidate countries, 37 percent tended to agree and
52 percent tended to disagree. In member countries,
42 percent tended to agree and 49 percent tended to
disagree.)

• Lessons from the BSE epidemic

There has been much discussion about responsibilities for
the “mad cow disease” problem. Could you please tell
me if you tend to agree or disagree with the following
statements?

The food industry carried a major part of the responsibility.

(51 percent of those polled in candidate countries tended
to agree with this statement. 74 percent of those polled
in EU member countries tended to agree.)

Committee Observations

Although this instrument mostly reflects opinions rather than
knowledge or capabilities, some aspects of these polls are worth examining
more closely. For example, correlating opinions and knowledge with
religion and educational level, among other factors, may be useful for this
type of assessment. In terms of technological literacy, however, the poll
does not assess design or technology skills of any kind. Nor does it require
higher order thinking.
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Future City Competition—Judges Manual

Background

Sponsor/Creator Engineers Week Committee, a consor-
tium of professional and technical socie-
ties and U.S. corporations

Purpose To help rate and rank design projects
and essays submitted to the Future City
Competition

What is measured Design, writing, and presentation skills

Target population 7th- and 8th-grade American students

Item format Scoring sheets with numerical scales (e.g.,
0–5 and 0–10) to indicate performance on
various parameters

Sample size Approximately 30,000 students each year

Frequency of administration Yearly since 1992

Availability h t t p : / / w w w . f u t u r e c i t y . o r g / d o c s /
2004JudgesManual.pdf

Scope

In the Future City Competition, teams composed of three stu-
dents, a teacher, and an engineer-mentor create a computer city design
with SimCity software and a physical, scale model of part of the city. At
the competition, students deliver a short, oral presentation to the judges in
which they describe their model and computer simulation. The students
also write an essay that describes how technology can meet an important
social need. In 2005, the essay topic was “How can futuristic transporta-
tion systems effectively use aggregate materials—crushed stone, sand, and
gravel—as a basic construction product?” Winners of regional competi-
tions are invited to a national competition in Washington, D.C. The
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instrument is part of the manual judges use to evaluate student submis-
sions. It includes specific criteria for awarding points in five areas: com-
puter evaluation of city (standard set of questions about the group’s
SimCity model), computer city design, city model, presentation, and
essay/abstract.

Sample Items

(The following are some of the criteria that the judges use to
evaluate the students’ designs.)

• Computer city design—transportation criteria (graded on a scale of 0 to
5 points)

1) Does the public transportation system provide full
mobility for the people? (rail, subway, and buses)

2) Is there adequate mobility for the transport of goods
and services? (rail and roads)

3) Is there a seaport and an airport in the city?

• City model—creativity criteria (graded on a scale of 0 to 10 points)

1) Does the city illustrate futuristic concepts?
2) Are there different sizes and shapes of buildings?
3) Are different types of building materials used?
4) Did any of the building components incorporate

recycled materials?

• Team presentation of city design and model—cooperation criteria
(graded on a scale of 0 to 10 points)

1) How well do the students work as a team during their
presentation?

2) How well do the students work as a team during the
Question and Answer session by the judges?

3) Are all the students able to answer questions about
their city, or does only one student know all the
answers?

Committee Observations

The Future City Competition allows students to combine an
open-ended, engineering design task with communication skills, use of
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technology, teamwork and an innovative, out-of-the-box thinking exer-
cise. These activities foster higher-order thinking and allow students to be
assessed in areas that have historically been extremely difficult to gauge
with standard paper-and-pencil exams. This type of assessment can be
very expensive to administer, although Future City relies on volunteer
judges local to the competition venue. The instrument does not allow for
individual assessment, which may present accountability problems. De-
spite the detailed judge’s manual, it may be extremely difficult to grade
such projects consistently.

Gallup Poll on What Americans Think About
Technology (2001, 2004)

Background

Sponsor/Creator International Technology Education As-
sociation (ITEA), with funding from the
National Science Foundation and National
Aeronautics and Space Administration

Purpose Determine public knowledge and percep-
tions of technology to inform efforts to
change and shape public views

What is measured Public understanding, opinions, and atti-
tudes about technology and technological
literacy

Target population American adults

Item format Survey

Sample size 1,000 people in 2001; 800 in 2004

Frequency of administration Twice, in 2001 and 2004

Availability Contact ITEA, which commissioned the
poll, at http://www.iteawww.org
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Scope

In 2001, ITEA contracted with the Gallup organization to con-
duct a survey of Americans’ understanding, attitudes, and beliefs about
technology and technological literacy. ITEA was particularly interested in
measuring public opinion about the importance of technological literacy.
The 17-question telephone poll of 1,000 randomly selected Americans
resulted in three major conclusions: (1) Americans believe technological
literacy is important for everyone; (2) technology is understood very
narrowly as being computers and the Internet; and (3) most people believe
that schools should include the study of technology in their curricula.

Three years later, ITEA and Gallup conducted a follow-up poll,
in which they repeated 5 questions from the first poll and introduced
11 new ones to build on and extend the findings of the first poll. The 2004
poll examined seven areas: (1) public concepts of technology; (2) the
importance of being knowledgeable about technology; (3) the impact of
technology on daily life and the world; (4) what people want to know and
what they do know about technology: (5) decision making regarding
technology and technological literacy; (6) differences based on gender:
(7) and technology and education. For both polls, demographic informa-
tion was collected, including age, gender, race, grade/educational level,
and geographic location.

Sample Items

• Public understanding of technology (2001 and 2004)

When you hear the word “technology,” what first comes to
mind?

(In the 2001 survey, 67 percent of respondents answered
computers; 4 percent electronics; 2 percent education;
2 percent new inventions; 1 percent or less all other
answers. In the 2004 survey, 68 percent answered com-
puters; 5 percent electronics; 2 percent advancement;
2 percent Internet; 1 percent or less all other answers.)

• Knowledge of technology (2001)

Tell me if each of the following statements is true or false.
How about:
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1. Using a portable phone while in the bathtub creates
the possibility of being electrocuted.

2. FM radios operate free of static.
3. A car operates through a series of explosions.
4. A microwave heats food from the outside to the inside.

(1. Correct answer is False. 46 percent of respondents
thought this statement was true; 51 percent said it was
false. 2. Correct answer is true. 26 percent answered
true; 72 percent false. 3. Correct answer is true. 82
percent said true; 15 percent false. 4. Correct answer is
false. 37 percent said true; 62 percent false.)

• Influence on technology-related decision making (2004)

How much influence do you think people like yourself have
on decisions about such things as the fuel efficiency of cars,
the construction of roads in your community, and geneti-
cally modified foods? Would you say a great deal, some,
very little, or no influence?

(9 percent of respondents said a great deal; 32 percent
said some; 40 percent said very little; and 19 percent said
no influence.)

Committee Observations

Both polls addressed aspects of the ITEA Standards of Techno-
logical Literacy related to the nature of technology, technology and soci-
ety, and abilities for a technological world. Although the polls did not
explicitly assess higher order thinking, some of the questions may have
prompted participants to think deeply about certain issues, for example
how technology is defined. On the whole, the polls were well designed,
and the questions were clear and unbiased. However, opinion polls do not
always yield valid information. Responses may represent confidence rather
than competence. That is, a self-assessment of a person’s knowledge or
capability may not reflect reality.
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ICT Literacy Assessment

Background

Sponsor/Creator Educational Testing Service  (ETS)

Purpose Proficiency testing

What is measured Ability to use digital technology, commu-
nication tools, and/or networks to solve
information-related problems

Target population High school students, community college
students, and freshmen and sophomores
in four-year colleges (core assessment); ris-
ing juniors at four-year colleges (advanced
assessment)

Item format 14 4-minute and one 15-minute simu-
lated, scenario-based tasks delivered via
the Web

Sample size Approximately 4,500 examinees at
31 campuses (January through April 2005
administration of advanced assessment)

Frequency of administration Advanced assessment launched in January
2005 (2006 test window was January 23–
April 3; continuous testing to begin in
August 2006). Pilot testing of the core
assessment was January 23–February 17
(2006 test window was April 5–May 5;
continuous testing to begin in August
2006.)

Availability Test details and sample items available at
http://www.ets.org/ictliteracy
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Scope

The ICT Literacy Assessment was developed by ETS in collabo-
ration with a consortium of seven institutions of higher education. The
work of the consortium was guided by an International ICT Literacy
Panel that published a framework document, “Digital Transformation: A
Framework for ICT Literacy,” in 2002.6 The ETS proficiency model has
seven elements:

Define—Use ICT tools to identify and appropriately rep-
resent an information need.

Access—Collect and/or retrieve information in digital
environments.

Manage—Use ICT tools to apply an existing organiza-
tional or classification scheme for information.

Integrate—Interpret and represent information, such as
by using ICT tools to synthesize, summarize, com-
pare, and contrast information from multiple sources.

Evaluate—Judge the degree to which information satis-
fies the needs of the task in ICT environments (includ-
ing determining authority, bias, and timeliness of
materials).

Create—Adapt, apply, design, or invent information in
ICT environments.

Communicate—Communicate information properly in
its context (audience, media) in ICT environments.

According to ETS, academic institutions can use test results to
decide about new course offerings, determine which courses need addi-
tional resources, and provide data for accreditation purposes. Students can
use assessment results to help select courses and majors or determine
readiness for the workforce or graduate school. Tests cost $35 each, and
initial orders must include a minimum of 100 tests.

Sample Items

Actual test items are not publicly available. The ETS website
contains a demo with three sample tasks.

Display and Interpret Data. Examinees create a visual
representation of data to answer two research questions.

6Available online at: http://www.ets.org/Media/Tests/Information_and_
Communication_Technology_Literacy/ictreport.pdf.
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Scenario: As part of a project for a cultural studies class,
examine trends in the public’s taste in books and use a
graph creator to show how the popularity of different types
of books has varied since the advent of television.

Advanced Search. Examinees construct an advanced search
based on a complex information need. Scenario: Search a
university library database for information about plans that
various California state or municipal governing bodies
(excluding San Francisco) have made to protect the public
in the event of an earthquake. The search strategy must
include Boolean logic, quotation marks, and asterisks.

Comparing Information. Examinees summarize informa-
tion from a variety of courses and draw conclusions from
their summary. Scenario: Collect information from several
sources about office products intended for use by left-
handed persons, and rank the desirability of these products
based on a set of features desired by the office manager of
an architectural firm.

Committee Observations

The strength of this assessment instrument is the measurement
of practical skills in narrow, but important, information-technology appli-
cations. Questions are posed in a real-world context, which gives meaning
to the scenario-based tasks. Successful performance requires more than
information recall and rote memorization. Because examinees can im-
prove their responses based on feedback, the assessment might be used to
ascertain not only what examinees know, but also how they go about
learning. It is not evident, however, that the test is designed to capture
data on the how of learning.

Although the committee examined only a handful of sample
tasks, it was apparent that examinees who do not have regular access to the
Internet, e-mail, electronic card catalogs, graphing software, and other
technologies featured in the assessment would be at a disadvantage. Given
the target population for the assessment, this may not be a significant
worry. The assessment was not designed with the ITEA Standards for
Technological Literacy in mind, but it addresses some of the benchmarks
in ITEA Standard 17: Information and Communication Technology.
The assessment would be more challenging and perhaps more revealing of
test takers’ capabilities if some of the tasks included open-ended elements.
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Illinois Standards Achievement Test—
Science

Background

Sponsor/Creator Illinois State Board of Education

Purpose Measure student achievement in five
areas and monitor school performance

What is measured Science-related knowledge and capability

Target population 4th- and 7th-grade students in Illinois

Item format Multiple choice

Sample size All eligible public school students in 4th
and 7th grade in Illinois

Frequency of administration Annually in April since 2000

Availability http://www.isbe.net/assessment/PDF/
2003ScienceSample.pdf

Scope

This assessment is aligned with the Illinois Learning Standards,
which were adopted in 1997. Standards 11B and 13B are related to
technology. Standard 11B requires that students “know and apply the
concepts, principles, and processes of technological design.” Standard 13B
requires that students “know and apply concepts that describe the interac-
tion between science, technology, and society.” Four questions for 4th-
grade students and five questions for 7th-grade students in the 2003
sample assessment address Standard 11B. Seven questions on the 4th-
grade exam and six questions on the 7th-grade exam address standard
13B. The 70-question exam is administered in 80 minutes and covers
science inquiry, life sciences, physical sciences, earth and space sciences,
and science, technology and society. The committee reviewed only sample
test items because the Illinois Board of Education does not release actual
test items.
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Sample Items

• 4th grade, Standard 11B

Which color of roofing material would be best to help keep
a house cool?

A. White
B. Black
C. Gray
D. Green

(Suggested correct answer: A)

• 7th grade standard 11B

What is the volume of this box when folded together?

A. 17 cubic centimeters
B. 42 cubic centimeters
C. 66 cubic centimeters
D. 144 cubic centimeters

(Suggested correct answer: D)

• 7th grade, Standard 13B

One of the principal causes of acid rain is

A. acid from chemical laboratories leaking into ground-
water.

B. gases from burning coal and oil released into the air.
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C. gases from air conditioners and refrigerators escap-
ing into the atmosphere.

D. waste acid from chemical factories pumped into
rivers.

(Suggested correct answer: B)

Committee Observations

In general, the questions in this assessment address everyday
topics that average citizens might be expected to encounter. However,
although the educators who designed the assessment claim that it tests
higher order thinking skills, many test items require only low-level cogni-
tive skills, mostly at the knowledge level, and occasionally at the applica-
tion level. The 4th-grade exam includes questions that assess student
awareness of how common technological devices function in their envi-
ronment; these questions do not require recall of specific technical knowl-
edge or jargon. Many items on the 7th-grade exam, however, either
require factual recall or rely on logical reasoning. On the whole, a number
of questions could be answered with little or no technological knowledge
or understanding.

Industrial Technology Literacy Test

Background

Sponsor/Creator Michael Hayden, Iowa State University

Purpose Assess the level of industrial-technology
literacy among high school students

What is measured Knowledge in systems, applications, and
interpretations of industrial technology

Target population American high school students

Item format Multiple choice

Sample size 806 high school and 265 college students
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Frequency of administration Once in 1988 or 1990

Availability Dissertation by Michael Allen Hayden
held at Iowa State University

Scope

Michael Hayden, a Ph.D. candidate in industrial education and
technology at Iowa State University, created the Industrial Technology
Literacy Test as part of his dissertation. The questions in the instrument,
which were generated by students in an advanced industrial education
and technology course in the spring of 1988, were modified and evaluated
to create the present exam. The 45-question exam was administered to a
group of high school students in Iowa in 1988 or 1989. The questions are
intended to show students’ knowledge of industrial systems, applications,
and interpretation. The results of Hayden’s study were correlated with
several factors, such as grade level, gender, mother/father’s contact
with tools or machines, and previous courses in industry/technology.

Sample Items

• Multiple choice

The space shuttle and the Alaskan pipeline have as their
most common characteristic the fact that:

A. they were both the center of accidents
B. they were both invented in the USA
C. they are both made of metal
D. USA workers made both of them
E. they are both transportation systems

(Suggested correct answer: E)
• Multiple choice

A superconductor is:

A. a material that has very little electrical resistance at a
certain temperature

B. a type of elevated train
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C. a machine that accelerates nuclear material
D. the electronic component that makes compact discs

possible
E. a type of metal used in cookware

(Suggested correct answer: A)

• Multiple choice

One of the fastest growing “high tech” firms is RBI Incorpo-
rated. During each of the past 5 years it has added another
50 R&D specialists to its staff. These and other technolo-
gists have consistently kept RBI at the leading edge of
computer innovation. On the average, the speed and ca-
pacity of RBIs CPUs has doubled every year. Their X1000
micro computer can perform a calculation in a nano-
second. The chip that allows this speed stores a megabyte
of information.

How many calculations can an X1000 computer perform in
1 second?

A. 103

B. 105

C. 109

D. 1012

E. 1015

(Suggested correct answer: C)

Committee Observations

Considering the broad range of questions about industrial tech-
nology in this instrument, it may be appropriate for measuring industrial-
technology literacy for high school students who have taken courses in the
field. A few of the questions require higher order thinking, such as
interpreting a graph; however, the majority of questions require factual
recall. The exam is also gender biased, as was recognized by its author. In
addition, the choices of answers for some questions (e.g., Sample Ques-
tion 1) appear to be “incomparable alternatives” (i.e., some questions
either have no clear answer or have more than one correct answer).
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Infinity Project Pretest and Final Test

Background

Sponsor/Creator Geoffrey Orsak, Southern Methodist Uni-
versity, with sponsorship from Texas In-
struments and the Institute for Engineer-
ing Education

Purpose Basic aptitude (pre-test) and student per-
formance (end-of-year test)

What is measured Cognitive skills and curriculum-related
knowledge

Target population American high school students

Item format Open-ended and multiple-choice questions

Sample size Thousands of students in 20 states

Frequency of administration Ongoing since 1999

Availability Samples are available at ftp://ftp.prenhall.
com/pub/esm/sample_chapters/engineering_
computer_science/orsak/index.html

Scope

Geoffrey Orsak, dean of the School of Engineering at Southern
Methodist University, founded the Infinity Project in 1999 to interest
more high school students in pursuing careers in engineering. The Infinity
Project is a one-year high school curriculum designed for students who
have taken algebra II and at least one course in a laboratory science. The
curriculum, which focuses on information technology, includes textbooks,
an Infinity Technology Kit for use in the classroom, and training for
educators. The textbook, Engineering Our Digital Future (Prentice Hall,
2002), covers a variety of subjects in engineering and technology: the
world of modern engineering, creating digital music, making digital im-
ages, math you can see, digitizing the world, coding information for
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storage and security, communicating with ones and zeros, networks from
the telegraph to the Internet, and the big picture of engineering. Accord-
ing to the Infinity Project website, more than 65 percent of students who
complete the course plan to study engineering in college.

The problem-solving pre-test has 10 questions to measure cogni-
tive skills, such as recognition of discrete patterns from continuous pat-
terns, proportional reasoning, and reverse implication. All questions are
open ended and include at least one figure. The end-of-year basic test
(from May 2003) consists of 12 multiple-choice knowledge-based ques-
tions that cover course content.

Sample Items7

• Coding information—problem-solving pre-test

Compressing information without information loss:

Engineers compress information. In critical situations, they
can retrieve all the information.

7The Infinity Project™, Institute for Engineering Education, School of Engineer-
ing, Southern Methodist University.

(continued on next page)
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On the grid below, each row has a pattern representing the
number of alternating white and black squares. For ex-
ample, the first row has 9 white squares. The second row
has 1 white, 1 black, 4 white, 1 black, and 2 white squares.
If the # sign represents a new row then this image can be
represented by the sequence

9#11412#12312#1111212#1121112#11322#11412#9

Using the blank grid above determine the image for the
following sequence.

9#333#21312#1151#21312#333#9

(Suggested correct answer: The letter “O”)

• Signal analysis—end-of-year basic test (May 2003)

If the period of a sinusoidal signal is 0.4ms, what is the
frequency?

A. 2500 Hz
B. 2500 MHz
C. 2.5 × 104 Hz
D. 2.5 × 105 Hz

(Suggested correct answer: A)

9

1,1,4,1,2

1,1,3,2,2

1,1,2,1,1,1,2

1,1,1,1,2,1,2

1,2,3,1,2

1,1,4,1,2

9
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• Communication technology—end-of-year basic test (May 2003)

For a touchtone telephone which uses two tones per char-
acter, how many tones are used to make the signals for the
twelve buttons?

A. 2
B. 7
C. 12
D. 27

(Suggested correct answer: B)

Committee Observations

The pre-test, with its open-ended format, tests higher order
thinking skills at the applications, analysis, and evaluation levels. It also
assesses students’ common sense, intelligence, and creativity, but these are
not closely related to knowledge of specific technological systems. The
end-of-year basic test is fact oriented and specific to course content and,
therefore, not appropriate for assessing technological literacy in a general
sense. A list of 36 cognitive specifications that were used to formulate the
pre-test could be used to design an assessment of technological literacy.

Information Technology in a Global Society

Background

Sponsor/Creator International Baccalaureate Organization
(IBO), Geneva, Switzerland

Purpose Student evaluation

What is measured Students’ knowledge of information tech-
nology terminology, concepts, develop-
ments, trends, social significance, and ethi-
cal issues

Target population 16–19-year-old high school students who
have taken the Information Technology
in a Global Society course
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Item format Multiple-choice and extended-answer
questions, portfolio, and project

Sample size The IB program is active in 1,468 schools
in 119 countries; 56,284 diploma candi-
dates took a total of 186,661 exams (in all
subjects) in May of 2004

Frequency of administration Semiannually at the standard level since
2002; higher level exams will be available
in 2006

Availability IBO in North America at http://www.
ibna@ibo.org

Scope

The International Baccalaureate Organization (IBO) oversees
the IB Diploma Program, which offers intensive pre-university courses
and exams. Students in the IB program choose their focus of concentrated
study, and at the same time pursue a broad education in the sciences and
humanities. The purpose of the ITGS course is to give students a broad
knowledge of information technology, skills to understand and explore
new technologies, and an appreciation of the ethical and social effects of
technology on the world.

The student assessment includes components designed by IBO
(external), taken by every student enrolled in the course, and by the school
(internal), taken only by the students in that school. The assessment
requires that students demonstrate an ability to understand, apply, use,
discuss, evaluate, explore, and construct information technology in four
areas: terminology and concepts, developments and trends, social signifi-
cance, and ethical considerations. The external review has two parts: a 40-
question multiple-choice exam focused on tools and applications of infor-
mation technology; and five extended-response questions that emphasize
social and ethical considerations related to information technology.
Extended-answer questions are graded according to a detailed rubric that
awards points based on the mention of correct topics/concepts.

The internal assessment includes a portfolio with at least four
pieces of written work and a project. The works in the portfolio, which
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focus on “the social significance of, and ethical considerations arising
from, the widespread use of information technology in society,” are drawn
from the following categories: abuse/security/crime; global society; the
workplace; privacy; leisure, home, and travel; education; and networks/
communication. The project involves solving a problem that requires
extensive use of information technology hardware and software and the
integration of technology tools.

Sample Items8

• Multiple-choice question

What feature of a spreadsheet makes it ideally suited to the
construction of financial models?

A. Video clips can be incorporated into some cells.
B. Data can be validated easily by the use of a custom-

ized macro.
C. Formulae allow the effect of a change of variable to be

seen easily.
D. Three-dimensional images can be created from

the model.
(Suggested correct answer: C)

• Extended-response question

Some schools issue identification cards to each student.
These cards are similar to a credit card and contain the
student’s identification number and other personal infor-
mation. When a student arrives at school in the morning,
the student swipes the identification card through a card
reader which records the date and time of arrival at the
school. In the afternoon the card is again used to record
when the student has left the school.

Students may also use their identification card to purchase
small stationary items in the school store, and lunches in
the cafeteria. These purchases will be billed at the end of
the month to the parents. This student’s identification card
is also used to sign out books in the school library. As an
added benefit, some local stores give a 5% discount to

8Information Technology in a Global Society, Standard Level Paper 1, November
2002 © International Baccalaureate Organization 2002. The assessment model for the
subject was changed in May 2004, and this style of question is no longer used.
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students who show their identification cards when making
a purchase.

(a) State two pieces of student information, other than
identification number, which could be contained in
the card.

(b) State two methods for indicating the identification
number on the card so that it could be read by the
identification card reader.

(c) Describe how two items of information are obtained
by the school about a student without the student
knowing it.

(d) Discuss three social and/or ethical concerns which
students may have about owning and using the iden-
tification card and weigh up the importance of your
arguments.

(Suggested correct answers: (a) photograph of the stu-
dent, name of the student, signature of the student,
address, telephone number, etc.; (b) printed as letters
and numbers and read by using OCR software, printed
as a bar code, on a magnetic strip, on a chip; (c) pattern
of attendance, accumulated number of absences and
latenesses, eating habits and food preferences, type of
library products signed out, etc.; (d) ease of duplication
for misuse, access by the student to the data collected,
number and identity of people with access, access of data
to other organizations or institutions, etc.).

Committee Observations

This instrument assesses students’ knowledge of information tech-
nology in considerable depth. The format allows for a thorough analysis of
student achievement using a variety of assessment tools. In the external
assessment, most of the multiple-choice questions rely on recall of infor-
mation. The open-ended questions require higher order thinking in cog-
nitive and affective dimensions. It was not possible to judge the capabili-
ties portion of the assessment because the external assessment did not
include skills tasks. Although this instrument has a number of strong
points, it assesses only knowledge of information technology specifically,
as opposed to knowledge of technology in general.
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Massachusetts Comprehensive Assessment
System—Science and Technology/
Engineering

Background

Sponsor/Creator Massachusetts Department of Education

Purpose Monitor individual student achievement,
gauge school and district performance, sat-
isfy requirements of No Child Left
Behind Act

What is measured Knowledge of technology and
engineering

Target population 5th-, 8th-, and 10th-grade students in
Massachusetts

Item format Multiple-choice and open-response items

Sample size 74,605 5th-grade and 78,686 8th-grade
students in Massachusetts

Frequency of administration Annually since 1998

Availability h t t p : / / w w w . d o e . m a s s . e d u / m c a s /
testitems.html

Scope

The 5th- and 8th-grade assessment is part of a combined Science
and Technology/Engineering Test that all students must take. Ten of the
39 questions are devoted to technology and engineering. The 10th-grade
Technology/Engineering Test is one of four subject-area assessments (the
others are biology, chemistry, and introductory physics) designed for
students who have taken courses in these areas. The 10th-grade



T E C H  T A L L Y312

Technology/Engineering Test includes 20 multiple-choice questions and
two open-response questions.

The questions become increasingly sophisticated and difficult
through the grades. Fifth-grade students are tested on their knowledge of
materials and tools and their understanding of the design process. The
8th-grade test requires deeper knowledge of the nature of technology, as
well as specific domains of technology, such as construction, communica-
tion, manufacturing, transportation, and biotechnologies. The 10th-grade
test is even more specific, with topics such as power and energy technolo-
gies in fluid, thermal, and electrical systems.

Sample Items

• 5th-grade multiple-choice question (2003)

Which of the following tools would be most useful in
determining the length and width of a school cafeteria?

A. scale
B. centimeter ruler
C. tape measure
D. thermometer

(Suggested correct answer: C)

• 5th-grade open-ended question (2003)

The lever, pulley, inclined plane, wedge, wheel-and-axle,
and the screw are simple machines.

a. Identify and sketch four of these simple machines
b. For each of the four machines that you sketch,

describe an example of how it is used.

• 8th-grade multiple-choice question (2004)

Several students are entering a bridge-building contest
that requires using ice cream sticks and glue to construct
the strongest bridge possible. The bridges must by 5 in.
wide and span the length of 18 in.

Which of the following tests is the most accurate way to
determine the strongest span design for these bridges?

A. roll toy cars across each bridge until it collapses
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B. place concrete construction blocks on top of each
bridge until it collapses

C. stack coins on both ends of each bridge until it
collapses

D. place D-cell batteries at the center of each bridge until
it collapses

(Suggested correct answer: D)

• 10th-grade multiple-choice question (2004)

In the first step of making some ceramic cups, the following
manufacturing process is used. Liquid clay is poured into a
mold, allowed to solidify, then removed from the mold.

What is the name of this manufacturing process?

A. casting
B. milling
C. finishing
D. refining

(Suggested correct answer: A)

Committee Observations

This instrument is well matched to the Massachusetts standards
in science, technology, and engineering at the 5th-, 8th-, and 10th-grade
levels. Most of the questions are multiple choice and focus on knowledge
of course content, identification of terms, and rote memorization. A few
open-ended questions require higher order thinking or design thinking to
solve problems. For some questions, the distracters seemed just as plau-
sible as the suggested correct answers.

Multiple-Choice Instrument for
Monitoring Views on Science-
Technology-Society Topics

Background

Sponsor/Creator Glen Aikenhead and Alan Ryan, Univer-
sity of Saskatchewan, with funding from
the Canadian Social Sciences and Hu-
manities Research Council
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Purpose Curriculum evaluation, research

What is measured Student attitudes and understanding of
science, technology, and society (STS)

Target population 12th-grade high school students in Canada

Item format Multiple choice

Sample size 5,250 English-speaking and 1,732
French-speaking students

Frequency of administration Once, September 1987–August 1989

Availability G.S. Aikenhead and A.G. Ryan, Univer-
sity of Saskatchewan

Scope

This instrument was developed in the late 1980s in response to
changes in the science curriculum in secondary schools in Ontario that
placed new emphasis on the social context of science and technology.
Questions were derived from an eight-part conceptual scheme: science
and technology, influence of society on science/technology, influence of
science/technology on society, influence of social science on society, char-
acteristics of scientists, social construction of scientific knowledge, social
construction of technology, and nature of scientific knowledge. During
the development of the instrument, high school seniors were asked to
provide written responses to statements about science/technology/society
(STS) topics; their views were then used to create answers for multiple-
choice questions. The answers not only reflect students’ stated opinions
but are written in their own words.

Sample Items

• Science and technology, defining technology

Defining what technology is can cause difficulties because
technology does many things in Canada. But MAINLY
technology is:
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Your position, basically: (please read from A to J, and then
choose one.)

A. very similar to science.
B. the application of science.
C. new processes, instruments, tools, machinery, appli-

ances, gadgets, computers, or practical devices for
everyday use.

D. robotics, electronics, computers, communications
systems, automation, etc.

E. a technique for doing things, or a way of solving
practical problems.

F. inventing, designing, and testing things (for example,
artificial hearts, computers, space vehicles).

G. ideas and techniques for designing and manufactur-
ing things, for organizing workers, business people
and consumers, for the progress of society.

H. I don’t understand.
I. I don’t know enough about this subject to make a

choice.
J. None of these choices fits my basic viewpoint.

• Influence of society on science/technology government

Science would advance more efficiently in Canada if it were
more clearly controlled by the government.

Your position, basically: (Please read from A to H, and then
choose one.)

A. Government should control science and make it more
efficient by coordinating research work and by pro-
viding the money.

B. The government’s control should depend on how
useful the particular scientific research will be for
Canadian society. Useful research should be more
closely controlled and money should be provided.

C. Government should NOT control science, but should
give it money and leave the conduct of the science up
to the scientists.

D. Government should NOT control science but should
leave the scientific research to private agencies or
corporations; though government should provide the
money for the scientific research.

E. Government cannot make science more efficient be-
cause government is inefficient and cannot always be
trusted.

F. I don’t understand.
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G. I don’t know enough about this subject to make a
choice.

H. None of these choices fits my basic viewpoint.

• Social construction of scientific knowledge, professional communica-
tion among scientists

When a research team makes a discovery, it is all right for
them to announce it to the press before other scientists
have discussed it.

Your position, basically: (Please read from A to H, and then
choose one.)

The research team should announce it directly to the
public:

A. to get the credit for the discovery and prevent other
scientists from stealing the idea.

B. because the public has the right to know about a
discovery as soon as it is made. Other scientists can
discuss it later.

C. the research team should be free to decide who hears
about it first.

The research team should first present it to other scien-
tists for discussion:

D. to test and verify  the discovery and prevent inaccu-
rate stories from being published. This would ensure
that harmful or embarrassing errors are worked out
before it was made public.

E. to improve the discovery before it is made public.
F. I don’t understand.
G. I don’t know enough about this subject to make a

choice.
H. None of these choices fits my basic viewpoint.

Committee Observations

Because the answer choices are generated by students, they pro-
vide a genuine reflection of how students feel about STS topics. By
design, no attempt is made to gauge capabilities or knowledge of technol-
ogy concepts, per se. Therefore, it would be difficult to assess technologi-
cal literacy based on the results. In addition, because the authors make no
judgments about the relative value of the answer choices, it is very difficult
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to determine students’ understanding of STS issues. A high level of
reading competency is required to complete the test. Thus, students with
reading problems may have difficulty with this format.

New York State Intermediate
Assessment in Technology

Background

Sponsor/Creator New York State Education Department
and University of the State of New York
(USNY)

Purpose Student evaluation; curriculum
improvement

What is measured Students’ knowledge and skills in seven
areas

Target population 7th- and 8th-grade students in New York
who have taken a technology education
course

Item format Multiple choice and extended response

Sample size Unknown

Frequency of administration Unknown

Availability http://www.emsc.nysed.gov/ciai/mst/pub/
tqsample.pdf

Scope

In 1986, New York schools began offering an Introduction to
Technology course for 7th- and 8th-grade students. The State Depart-
ment of Education developed this instrument in 2001 to test their knowl-
edge. The exam is administered in one 90-minute session and contains
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40 multiple-choice and 10 extended-answer questions in order of diffi-
culty. The sample assessment reviewed by the committee included just
14 multiple-choice and four extended-answer questions. The sample ques-
tions covered engineering design; tools, resources, and technological pro-
cesses; computer technology; technological systems; history and evolution
of technology; impacts of technology; and management of technology.
The state of New York does not require that schools administer this test
or report the results.

Sample Items

• History, evolution of technology multiple choice

Eli Whitney’s invention of the cotton gin changed the
production of cotton by

1. creating lighter cotton
2. saving labor costs at harvest time
3. enabling the production of cloth
4. proving that some processes could never

be automated
(Suggested correct answer: 2)

• Technological systems multiple choice

Which type of system is operated by liquid under pressure?

1. mechanical
2. steam
3. pneumatic
4. hydraulic

(Suggested correct answer: 4)

• Tools, resources, and technological processes multiple choice

Which device produces power by means of a chemical
reaction?

1. generator
2. alternator
3. battery
4. engine

(Suggested correct answer: 3)
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• Tools, resources and technological processes extended response

Your class has been studying skyscraper design and the
tremendous influence of skyscrapers on the landscape of
cities. You are part of a group that has been assigned to
build a model of the Empire State Building. You will be
using balsa wood, construction paper, and acrylic plastic
for your model.

Describe how each tool would be used:

• Backsaw
• Hot-melt glue and glue gun
• Tape measure
• Scissors or x-acto knife
• Abrasive paper
• Computer

(Students are awarded three points for identifying an
appropriate use for at least five tools; two points for
identifying an appropriate use for three or four tools; one
point for one or two appropriate uses; and no points for
no response or no identification of appropriate uses of
tools.)

Committee Observations

This assessment includes a balance of multiple-choice questions
on technological concepts and open-ended questions that require a rea-
sonable level of higher order thinking. Although this is a paper-and-
pencil assessment, some of the open-ended questions touch on the capa-
bilities and ways of thinking and acting dimension of technological literacy.
A few multiple-choice questions do not have clear answers (e.g., Sample
Question 1), and some of the knowledge-based questions require only
recall of definitions.
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Praxis Specialty Area Test:
Technology Education

Background

Sponsor/Creator Educational Testing Service (ETS)

Purpose Teacher licensing

What is measured Pedagogical practices and knowledge in
four areas of technology

Target population College education majors who wish to
teach technology education at the middle
or high school level

Item format Multiple choice

Sample size Unknown

Frequency of administration Regularly

Availability http://ftp.ets.org/pub/tandl/0050.pdf

Scope

ETS offers a series of three tests, administered by the Praxis
Service, to assess beginning teachers. Praxis I measures basic academic
skills of students entering teacher-education programs. Praxis II tests
mastery of particular subjects and is designed primarily to assist in licens-
ing teachers. Praxis III assesses the classroom performance of first-year
teachers and is also used in licensing decisions.

Of more than 100 Praxis II tests, the only one focused on tech-
nology education is designed for prospective technology education teach-
ers at the middle and high school levels. In recent years, ETS has modi-
fied the test to bring it into alignment with the ITEA Standards for
Technological Literacy. The test has 120 multiple-choice questions di-
vided into five categories: pedagogical and professional studies, informa-
tion and communication technologies, construction technologies, manu-
facturing technologies, and energy/power/transportation technologies. The
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committee reviewed a 12-question sample test, provided by ETS on the
Web. Thirty percent of Praxis II is devoted to pedagogical issues, includ-
ing program development, implementation, and evaluation. Questions
covering the four types of technologies focused on design, systems, pro-
cesses, outputs, resources, and managerial processes.

Sample Items9

• Pedagogical and professional studies

A student in the process of solving a fabrication problem in
the manufacturing laboratory asks the teacher what as-
sembly procedures should be used. The teacher’s best
response would be to

A. give an opinion as to the best assembly procedure for
the particular problem

B. suggest two or three possible assembly procedures
and have the student select one

C. place the responsibility completely on the student for
making the judgment

D. use leading questions to help the student review
and analyze the relative merits of several assembly
procedures

E. refer the student to a reference on assembly
procedures

(Suggested correct answer: D)

• Information and communications technologies

The most important consideration in designing successful
messages to be transmitted through graphic communica-
tions is knowledge and understanding of

A. current technologies
B. the capabilities of the designer
C. the estimated cost of the project
D. the limitations of the printer
E. the nature of the audience

(Suggested correct answer: E)

9Materials were selected from Tests at a Glance, Educational Testing Service.
Reprinted by permission of Educational Testing Service, the copyright owner, for
limited use by the National Academy of Engineering.
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• Construction technologies

Which two of the following composite materials used in
manufacturing would generally be classified as laminar
composites in the United States?

I. Particle board
II. Plywood
III. Fiberglass
IV. Bimetal coins
V. Concrete

A. I and II
B. I and III
C. II and IV
D. III and V
E. IV and V

(Suggested correct answer: C)

Committee Observations

Although the items in the assessment are aligned with the ITEA
Standards on Technological Literacy, they do not probe higher order
thinking. Most questions focus on terminology, recall of definitions, and
the identification of basic concepts. The test does not address the question
of whether a teacher could put any of his or her knowledge related to
technology into practice.

Provincial Learning Assessment in
Technology Literacy

Background

Sponsor/Creator Saskatchewan Education

Purpose Analyze students’ technological literacy to
improve their understanding of the rela-
tionship between technology and society

What is measured Capabilities, knowledge, attitudes, and
practices related to technological literacy
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Target population 5th-, 8th-, and 11th-grade students in
Saskatchewan, Canada

Item format Multiple-choice, open-response, and
hands-on computer and technology skills
items

Sample size Approximately 3,500 students from 182
schools

Frequency of administration Dozens of times in many countries since
1988

Availability http://www.sasked.gov.sk.ca/branches/
cap_building_acct/afl/docs/plap/techlit/
1999techlit.pdf

Scope

Saskatchewan Education created the Provincial Learning Assess-
ment in Technology Literacy in 1999 to assess student skills, knowledge,
attitudes, and practices in technological literacy and collect information
on their home and school environments. The instrument focuses on four
domains: (1) understanding, describing, and adapting technology; (2) ac-
cessing, processing, and communicating information; (3) responsible citi-
zenship and technology; and (4) using technology, including computers.

Two different exams were administered. The performance exam
consisted of five stations at which students carried out hands-on activities,
such as word processing; using the Internet; using technology; and design,
planning, and building models of technology. Student performance was
assessed on a scale of 1 to 5 with a well defined rubric for each task (see
sample question). The paper-and-pencil exam included open-format and
multiple-choice items. Students were also required to submit a research
project completed at school. Performance-related aspects of the exam
were scored on a scale of 1 to 5 using a rubric for achievement in each
domain.

Saskatchewan Education has not repeated this assessment and
has no plans to do so in the future.
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Sample Items

• 5th-, 8th- and 11th-grade multiple-choice question

The main reason special effects are used in a number of
commercials is

A. To entertain the television audience
B. To allow producers to show their creativity
C. To show how technology has advanced
D. To sell more product
E. None of the above

(Suggested correct answer: D)

• 8th -grade performance-station activity

Hint the best SEARCH ENGINE for item #5 is YAHOO

Item #5 Use the internet to find an INTERNET address or
INTERNET site name on the Saskatchewan Roughriders

Item #6 Use the INTERNET to find the population of New
Zealand

• 8th-grade open-response question

Technology means different things to different people.
When you read the word “technology” what comes into
your mind? Tell what technology means to you by drawing
pictures and writing about it in the space below.

Please write your definition of technology:

(Suggested best answer: A level-5 answer includes a
sophisticated definition that encompasses a full range of
technologies and provides four or more examples, with
two strong contrasts, such as simple vs. complex. A level
3 answer provides a general definition that includes one
criterion of product, process, and reason, and three or more
examples, with one contrast. A level 1 answer includes
one or two examples of similar technologies.)
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Committee Observations

Many of the questions and skill assessments require that students
engage in higher order thinking, as opposed to rote memorization. The
rubrics seem flexible enough for educators to gauge multiple levels of
student accomplishment. The assessment is computer intensive both in
the performance-skills and knowledge sections.

Pupils’ Attitudes Toward Technology
(PATT-USA)

Background

Sponsor/Creator E. Allen Bame, Marc de Vries, and Will-
iam E. Dugger, with funding from Vir-
ginia Polytechnic Institute and State Uni-
versity, the state of New Jersey, and the
International Technology Education
Association

Purpose Assess student attitudes toward and
knowledge of technology

What is measured How gender, age, parents’ professions,
technology in the home, and courses in
technology influence students’ conceptions
of and attitudes toward technology

Target population American middle school students

Item format Multiple-choice and open-ended
questions

Sample size 10,349 students in seven states

Frequency of administration Once in 1988

Availability http://www.iteawww.org (under Confer-
ence Proceedings)
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Scope

Pupils’ Attitudes Toward Technology (PATT), developed in the
Netherlands in 1984 by Marc de Vries and colleagues, has been adapted
and used in more than 20 countries around the world, making it particu-
larly useful for cross-country comparisons. Nearly 77 percent of the stu-
dents who took the PATT-USA survey were enrolled in or had previously
taken a technology education or industrial arts class. The open-ended
question asked student to describe what technology is. The 100 multiple-
choice questions were divided into three sections. In one section,
11 questions asked for demographic information. In a second section,
58 questions were related to attitudes toward technology and used a
Likert-scale response format (agree, tend to agree, neutral, tend to dis-
agree, disagree). The questions in this section addressed interest in tech-
nology, beliefs about the consequences of technology, perceptions of the
difficulty of technology, ideas about technological professions, gender
stereotypes, and student ideas about technology as a subject in school. The
final section included 31 questions that tested understanding and concep-
tions of technology. In this section, students were given three choices:
agree, disagree, and don’t know. The questions concerned the relationship
between technology and society, the relationship between technology and
science, skills in technology, and the raw materials (or “pillars”) of
technology.

Sample Items

• Gender stereotypes

Boys know more about technology than girls do

(On the 5-point Likert scale, girls were more likely to
consider technology an activity for both boys and girls
[mean for girls = 1.66; mean for boys = 2.28]).

• Consequences of technology

Because technology causes pollution, we should use
less of it

(Students whose parents’ professions had “nothing” to
do with technology had significantly more negative views
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toward the consequences of technology than students
whose parents’ professions had at least “a little” to do
with technology. If technical toys or a personal computer
was present in the home, attitudes toward the conse-
quences of technology were more positive. Students who
had taken a technology course or were interested in a
technical profession also had more positive attitudes to-
ward the consequences of technology.)

• Knowledge about the relationship between science and technology

In my opinion, I think technology is not very old

(35 percent of students agreed with this statement,
27 percent did not know if it was true or not, and
38 percent disagreed.)

Committee Observations

The PATT-USA focuses on assessing attitudes of students to-
ward technology. The questions that test students’ understanding of tech-
nological concepts do not require higher order thinking. Nevertheless,
questions eliciting student views about technology yields some interesting
results, especially with regard to gender differences. The survey is long and
so might be be difficult for younger students to complete.

Science and Technology:
Public Attitudes and Public Understanding

Background

Sponsor/Creator National Science Board

Purpose Monitor public attitudes, knowledge, and
interest in science and technology issues

What is measured Attitudes, opinions, and knowledge of
science and technology
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Target population U.S. residents 18 and older

Item format Survey

Sample size Approximately 2,000 adults

Frequency of administration Biennially from 1979 to 2001

Availability http://www.nsf.gov/sbe/srs/seind02/c7/
c7h.htm

Scope

The National Science Board (NSB), an independent body that
oversees the National Science Foundation and provides policy advice to
the president and Congress, has conducted biennial telephone surveys
to assess public knowledge, attitudes, and opinions about science and
technology since 1979. The 2001 survey questions were organized into the
following categories: public interest and knowledge of science and tech-
nology (S&T); public attitudes toward S&T; public image of the science
community; where Americans get information about S&T; science fiction
and pseudoscience; and demographic questions (age, computer access,
educational level, occupation, geographic location in the United States,
race/ethnicity, sex). Based on this information, NSB reports on trends in
public knowledge and interest in science correlated with the demographic
data. NSB also compares American attitudes with attitudes on similar
surveys in the European Union, Canada, and Japan.

The 2001 survey was the last in the series. Since 2004, the NSB
report has relied on the 2001 survey, new Eurobarometer surveys on S&T,
a number of Gallup polls, and other sources. Currently, NSB has no plans
to resume the telephone surveys, and the 2006 survey will also rely on data
from other sources. A major conclusion of both the 2001 and 2004 surveys
was that, although Americans are interested in scientific discoveries and
new technologies, they do not feel well informed or know a lot about
technology-related issues.

Sample Items

(From the 2001 survey)
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• Where Americans get information about S&T

Now, I’d like to read you a short list of television shows and
ask you to tell me whether you watch each show regularly,
that is, most of the time, occasionally, or not at all.

Do you watch Nova regularly, occasionally, or not at all?

(8 percent answered regularly, 29 percent occasionally,
and 63 percent not at all.)

• Public interest and knowledge of S&T

Lasers work by focusing sound waves, true or false?

(45 percent of respondents knew that this statement was
false. 61 percent of men, but only 30 percent of women,
answered this question correctly.)

• Public attitudes toward S&T

I’m going to name three types of biotechnology applica-
tions. I’d like you to tell me if you strongly support, moder-
ately support, moderately oppose, or strongly oppose
these uses of biotechnology.

Using genetic testing to detect diseases we might have
inherited from our parents, such as cystic fibrosis. Overall
would you say you strongly support, moderately support,
moderately oppose, or strongly oppose this use of biotech-
nology?

(89 percent of survey participants answered either strongly
support or moderately support genetic testing for inher-
ited diseases. 9 percent were opposed.)

Committee Observations

(2001 survey only)
The NSF Indicators, Public Understanding of Science and Technol-

ogy reports provide the only long-term data on trends in U.S. adult
knowledge and attitudes toward science and, to a lesser extent, technol-
ogy. Most of the questions focused on attitudes, and the knowledge-
related questions did not require higher order thinking. Respondents with
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college degrees fared better on the limited number of knowledge questions
than respondents who did not have college degrees. This may be attribut-
able simply to exposure to more scientific information, or it may indicate a
bias in the poll. As an assessment of technological literacy, the survey had
limited value because very few questions focused on or emphasized tech-
nology. Science is related to technology, of course, but the connection is
indirect. Therefore, this survey is not very useful for assessing many
domains of technological literacy.

Student Individualized
Performance Inventory

Background

Sponsor/Creator Rodney L. Custer, Brigitte G. Valesey,
and Barry N. Burke, with funding from
the Council on Technology Teacher Edu-
cation, International Technology Educa-
tion Association, and the Technical Foun-
dation of America

Purpose Develop a model to assess the problem-
solving capabilities of students engaged in
design activities

What is measured Student achievement in 12 areas of design
and problem solving

Target population American high school students

Item format Rubric

Sample size Two small high school classes of 12 and
15 students

Frequency of administration Several times for research purposes

Availability Rodney Custer, Department of Technol-
ogy, Illinois State University
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Scope

The Student Individualized Performance Inventory, developed
by education researchers at three different institutions, is a model for
assessing students’ problem-solving skills on a design activity. The model
divides the design process into four dimensions: problem and design
clarification; development of a plan; development of a model/prototype;
and evaluation of the design solution. Each dimension is further catego-
rized into three “strands.” Students are evaluated on each strand of the
four dimensions by matching their performance with descriptions in a
detailed rubric. A score of 1 indicates the novice level of proficiency,
2 beginner, 3 competent, 4 proficient, and 5 expert.

The authors tested their model with two small groups of high
school students. The students were asked to design the “school locker of
the future” and given eight hours over a period of two days to complete the
task. Student achievement was correlated with a number of factors, in-
cluding geographic location, technology education experience, grade level,
mathematics and science achievement score, personality type, problem-
solving style, and gender.

Sample Items

(Because this instrument is a rubric, rather than an exam, there
are no sample questions. The following examples illustrate the detailed
descriptions of student performance in various dimensions and strands
spelled out in the rubric.)

• Dimension: Problem solving and design clarification

Strand: Examine content and define problem

(5) Expert: Poses pertinent questions for clarification;
identifies and prioritizes sub-problems (within the
larger problem); explores context.

(4) Proficient: Poses questions; identifies sub-problems
but does not prioritize. Ignores context.

(3) Competent: Identifies key content; defines problem
adequately. Asks some pertinent questions. Ignores
context.

(2) Beginner: Expresses limited knowledge of context of
problem area; problem is defined but needs clarifica-
tion. Asks questions but not pertinent and too few.
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Ignores context. Exhibits some indifference or
frustration.

(1) Novice: Tends to home in on wrong problem, isolated
subset, or easiest part to solve. Begins to solve with-
out clarification or questions. Doesn’t see context.
Exhibits considerable indifference or frustration.

• Dimension: Model/prototype

Strand: Produce model/prototype

(5) Expert: Is adept with tools and resources, making
continual adjustments to “tweak” the model/proto-
type. Demonstrates persistence with minor problems.
Enjoys the challenge of refinements.

(4) Proficient: Uses tools and resources without guidance.
Refines model to enhance appearance and capabilities.

(3) Uses tools and resources with little or no guidance.
May redo model/prototype parts to improve quality.

(2) Uses tools and resources with some guidance. May
have difficulty selecting the appropriate resource.
Refines work, but may prefer to leave model as first
produced.

(1) Novice: Needs guidance in order to use resources
safely and appropriately. Model/prototype is crude,
with little or no refinements made.

Committee Observations

The Student Individualized Performance Activity is a well con-
sidered tool for assessing design skills, and the rubric adheres to the ITEA
Standards for Technological Literacy. Acceptable performance for par-
ticular scores in each dimension or strand is well defined. The most
attractive feature of this instrument is that it is based on authentic re-
sponses of learners. The instrument genuinely provides data based on the
processes students use in design, as well as the outcomes that result from
their work. The expert-to-novice scoring scale, as opposed to an A-to-F
scale, is another positive feature. Like all rubrics, this one raises questions
about the reliability of the rater. Normative words, such as “pertinent” and
“limited” may contribute to these questions. The underlying assumption
that successful, effective designers are always associated with the same
qualities may not be correct.
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Survey of Technological Literacy
of Elementary and
Junior High School Students

Background

Sponsor/Creator Ta Wei Lee, Wei Lin, Kuo-Hung Tseng,
and Kuang-Chao Yu at National Taiwan
Normal University

Purpose Curriculum development and planning

What is measured Knowledge in 10 areas of technological
literacy and 6 technology systems

Target population Elementary and junior high school stu-
dents in Taiwan

Item format Multiple choice

Sample size 3,066 9th-grade and 3,420 6th-grade stu-
dents

Frequency of administration Once in March 1995

Availability Not available in English. An article de-
scribing the assessment is available online
at: http://nr.stic.gov.tw/ejournal/Proceeding
D/v8n2/68-76.pdf

Scope

The Survey of Technological Literacy among Junior High School
and Elementary Students was created for educators to provide a reference
point for planning a new curriculum emphasizing the study of technology.
According to the test developers, the 80-question exam includes questions
in 10 areas of abilities in technological literacy and six technology systems.
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Abilities in Technological Literacy:
1. understand the definition and content of technology
2. understand the major domains of technology
3. understand the evolution of technology
4. understand and predict future trends of technological

development
5. understand the basic principles of technology
6. understand and use effectively the tools, machines, materials,

products, and operational procedures of technology systems
7. use technological literacy in the cognitive, affective, and

psychomotor domains for problem solving
8. make proper judgments of technology and its products through

data gathering, analysis, and induction
9. understand the impacts of technology on the individual, society,

culture, and environment
10. adopt measures to adapt to changes brought on by technology

Technology Systems:
1. construction technology
2. manufacturing technology
3. transportation technology
4. communication technology
5. energy and power technology
6. biotechnology

This instrument was intended for both elementary and junior
high students. The first 40 questions were considered “fundamental” and
appropriate for both groups. The next 40 questions were considered
“advanced” and were only administered to junior high students. In addi-
tion to the exam questions, students were asked to provide their gender
and grade level, which were used to demonstrate correlations in the final
analysis of the assessment. Between 1995 and 2000, this assessment was
used in several local studies and a number of master’s theses. However, it
is not used regularly or widely to assess technological literacy.

Sample Items

(This instrument was written in Chinese and translated into
English by one of the authors for the committee’s review.)
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• Fundamental section

In general, which of the following is not the function of a
reservoir?

A. Flood prevention
B. Water supply for farm fields
C. Water power supply
D. Ecological conservation

(Suggested correct answer: D)

• Fundamental section

Place the following air transportation in order of their
invention

A. Hot air balloon → glider → airplane
B. Glider → hot air balloon → airplane
C. Hot air balloon → airplane → glider
D. Airplane → hot air balloon → glider

(Suggested correct answer: A)

• Advanced section

How is the method of laser incision on hard materials
different from traditional method?

A. The tool does not contact the item
B. The tool requires electricity
C. The size of incision is uncontrollable
D. The tool has multiple shapes

(Suggested correct answer: A)

Committee Observations

For the most part, the items in this assessment appear to be
appropriate for the target populations. With the multiple-choice format,
knowledge of technology can be assessed, but not students’ capabilities.
Many of the test questions require higher order thinking, but problems
with the translation to English seem to reveal cultural bias in some items.
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Test of Technological Literacy

Background

Sponsor/Creator Abdul Hameed, Ohio State University

Purpose Research

What is measured Knowledge in four areas: construction,
manufacturing, communication, and
transportation technologies

Target population 7th- and 8th-grade American students

Item format Multiple choice

Sample size 1,350 students from 20 schools

Frequency of administration Once in April 1988

Availability Dissertation by Abdul Hameed held at
Ohio State University

Scope

This test was developed by Abdul Hameed in the late 1980s as
part of his Ph.D. dissertation in technical education (industrial arts) at
Ohio State University. The 64-question exam, which is intended to be
completed in a single class period, tests students’ understanding of using,
making, and controlling technology.

Sample Items

• A manufacturing control question

Which of the following items needs the highest design
safety factor?

A. Airplane
B. Gasoline Engine
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C. Radio
D. Bicycle

(Suggested correct answer: A)

• A construction making question

Steel reinforcement is placed in concrete in order to

A. Help keep the concrete from breaking and separating
B. Improve the appearance
C. Provide holes for ventilation
D. Increase the weight

(Suggested correct answer: A)

• An understanding transportation question

The first manned rocket to enter space was launched in the

A. late 1930s and early 1940s
B. late 1940s and early 1950s
C. late 1950s and early 1960s
D. late 1960s and early 1970s

(Suggested correct answer: C)

Committee Observations

This assessment covers a broad range of general knowledge
about technology, but few questions require that students do anything
other than recall information. The test does not require problem-solving,
decision-making, or technology-related skills. A number of test items
refer to specific technologies that were state of the art in the early 1980s
but would not be familiar to many students today.

TL50: Technological Literacy Instrument

Background

Sponsor/Creator Michael Dyrenfurth, Purdue University

Purpose Gauge technological literacy
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What is measured General knowledge of technology in
eight areas

Target population High school students, university students,
and adults

Item format Multiple choice

Sample size Unknown

Frequency of administration Unknown

Availability Michael J. Dyrenfurth, College of Tech-
nology, Purdue University

Scope

This 50-question, multiple-choice instrument is designed to as-
sess technological literacy in eight areas: (1) working with technology;
(2) technological procedures; (3) overview of technology; (4) overview of
industrial technology; (5) fundamentals of communications technology;
(6) applications of energy and power technologies; (7) fundamentals of
materials and processing technologies; and (8) impact of technologies
on society. Slightly more than half of the items address technological
procedures.

Sample Items

• Technological procedures: systems analysis and synthesis questions

Consider a typical factory’s automated spray paint station
that uses a robot to paint parts passing on a conveyor.
Which of the answers contains the best list of subsystems
of such a work station?

A. Controlling computer, transfer robot, auto-conveyor,
cell perimeter

B. Instrumentation unit, auto-conveyor, warehouse unit,
read-out and input unit
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C. Auto-conveyor, controlling computer, spray robot,
read-out and input unit

D. Vision system, auto-conveyor, light system, transfer
robot

(Suggested correct answer: C)

• Fundamentals of materials and processing technologies: materials tech-
nology basics question

The process of tempering material:

A. Softens the metal and removes internal stresses
B. Increases the metal’s resistance to scratching and

abrasion
C. Toughens the material
D. Is not described

(Suggested correct answer: C)

• Technological procedures: technology assessment/evaluation (impacts)
question

To properly judge the effects of a technological innovation,
one should:

A. Measure the dollar effects resulting from it
B. Estimate the impacts of it on our society
C. Identify its impact on the people using it
D. All of the above

(Suggested correct answer: D)

Committee Observations

Although this instrument includes questions that require inter-
pretations of simple graphs and analog scales, the majority of questions
rely heavily on memorization and knowledge of terminology that may
become outdated or may not transfer well among population groups. The
instrument may not be appropriate for university students in most science
or technology fields because much of the content is basic and does not
require a higher education.
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WorkKeys—Applied Technology

Background

Sponsor/Creator ACT

Purpose Determine workforce readiness; identify
skills gaps in current and potential
employees.

What is measured Practical reasoning and problem-solving
skills related to four applied-technology
domains: electricity, mechanics, fluid dy-
namics, and thermodynamics

Target population High school and community college stu-
dents, adults transitioning to the work-
force, current workers in technology-
dependent businesses

Item format 32 items at four levels of difficulty admin-
istered over 55 minutes (online) or 45 min-
utes (paper and pencil)

Sample size Since 1992, when ACT introduced the
WorkKeys Program, some 9 million indi-
viduals have taken one or more of the
program’s 10 assessments (M.J. Klemme,
WorkKeys consultant, personal commu-
nication, December 20, 2005).

Frequency of administration There is no fixed schedule of test admin-
istration. Assessments may be taken ei-
ther through an employer licensed by ACT
or a licensed WorkKeys site, typically an
educational institution.

Availability Test details, sample items, and informa-
tion about ordering a practice test are avail-
able at http://www.act.org/workkeys
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10These sample items appear on the WorkKeys website at http://www.act.org/
workkeys/assess/tech and are reprinted with permission.

Scope

The Applied Technology Assessment is one of 10 assessments
offered by WorkKeys. The others are Reading for Information, Applied
Mathematics, Business Writing, Writing, Locating Information, Team-
work, Observation, Listening, and Readiness. Although the assessments
can be given individually, they were originally designed to be part of a
larger ACT job-skills program. The program includes a component to
help employers identify the skills necessary for specific jobs and a training
element to close skill gaps revealed by the assessment. Test items are
grouped into four difficulty levels, 3–6, based on the number and com-
plexity of the skills required to answer each item correctly. A Level 3 item,
for instance, describes a simple system with three to five components,
portrays a problem with one variable, and includes all the information
necessary to solve it. A Level 6 item describes a complex system with 10 or
more components, presents a variety of possible problem sources, and
includes considerable extraneous information. Assessment results can be
presented as a level score, which ACT says should be used for employee
selection, promotion, or other high-stakes purposes, or a scale score,
which can show individual improvement over time, provide for group
comparisons, or show a likelihood of benefit from educational opportu-
nity. ACT charges $4 per test for educational and government institutions
that use the assessment with their own students. The rate is higher for
businesses.

Sample Items10

Level 3

You are building a greenhouse like the one shown in
Figure 1 for a local nursery. The owners specified that the
greenhouse should have automatic vents, controlled by a
thermostat, which will open when the temperature in the
greenhouse gets too high for the plants. Figure 2 shows the
floor plan of the greenhouse.
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A thermostat will control the opening and closing of the
automatic vents. It is a temperature-sensitive device that
can be set to activate when the air around it reaches a
certain temperature. The owners of the greenhouse want
to have the vents open when the air around the majority of
the plants reaches 90°F. At what height and location in
Figure 2 should you install the thermostat so it gives the
desired results?

A. About 4 feet from the floor at location A
B. About 4 feet from the floor at location B (suggested

correct answer)
C. About 8 feet from the floor at location C
D. About 8 feet from the floor at location D
E. Near the peak of the roof at location E

Level 4

Your industrial services company has been hired to deliver
a small but heavy gearbox. The container is too small to
justify renting a large truck and too heavy for the company’s
pickup truck. You decide to rent a heavy-duty utility trailer
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and pull it with the pickup truck.

At which spot, labeled 1–5, on the trailer shown should you
place the container to pull the load most easily and safely?

A. 1
B. 2
C. 3 (suggested correct answer)
D. 4
E. 5

Level 5

The band saw where you work will not start. This saw uses
240 volts, draws 25 amps, and has 30-amp cartridge fuses.
These fuses (see diagram shown) are designed to protect
an electrical circuit. Their main component is a fuse wire
made of a low-resistance, low-melting-point alloy. When a
higher than tolerable current goes through such a fuse, this
fuse wire melts. Your supervisor has told you to check the
fuses in the band saw. By looking at the fuses, you cannot
tell if they are good or bad.

You have turned off the power to the saw and removed one
of the fuses. You check this fuse with a volt-ohmmeter (a
device that measures resistance to the flow of electrical
current). If the fuse is good, the resistance (measured in
ohms) for the fuse will be:
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A. 0 ohms (suggested correct answer)
B. 10 ohms
C. 50 ohms
D. 100 ohms
E. infinite

Level 6

The garage where you work is equipped with a hydraulic
lift, like the one shown, that you use to raise cars off the
floor so it is easier to service them. An air compressor
capable of generating pressures of 120 pounds per square
inch (psi) powers the lift. The air regulator releases a steady
amount of air pressure (usually 30 to 40 psi), and the control
valve directs the flow of that air through the lines. Pushing
the control valve forward (as shown in the figure) allows air
into the lines, raising the lift. Moving the valve to the middle
position seals the line so no air can escape, and pulling the
valve back releases air from the line, lowering the lift. The
air from the compressor exerts a force on a tank of hydrau-
lic fluid, which, in turn, transmits this force to the bottom of
the lifting piston.

*Figure adapted from Principles of Technology Teacher’s Guide, Year 1,
Unit 7, Force Transformers (Waco, TX: Center for Occupational Research
and Development, 1991), 94. Used with permission.

You have been working on a car up on the lift for about an
hour. When you raised the car, the lift worked normally, but
now the lifting piston has begun to creep down. You check
the control valve and it is fine. Also, there is no hydraulic
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fluid on the garage floor or in the lift pit below the garage
floor. The next thing you should check to determine the
problem is the:

A. air compressor
B. air regulator
C. air line between the compressor and the control valve
D. air line between the control valve and the hydraulic

fluid reservoir (suggested correct answer)
E. line between the hydraulic fluid reservoir and the

lifting piston

Committee Observations

This assessment is notable for its focus on problem solving and
reasoning in technological systems. Although not designed with the ITEA
Standards for Technological Literacy in mind, the sample items are
consistent with benchmarks described in the ITEA standards related to
energy and power (Standard 16), using and maintaining technological
products and systems (Standard 12), and problem solving and trouble-
shooting (part of Standard 10). The sample items suggest that the assess-
ment requires that examinees have basic knowledge of fundamental scien-
tific concepts and cause-and-effect relationships in technological systems.
The items also require a fairly high degree of reading skill, which may
pose challenges for examinees learning English. The scenarios presented
in three of the four sample items (related to truck and trailer, automotive
lift, and fuse and power saw) might be more familiar to male than female
test takers. Correct answers do not reflect simple recall of memorized facts
but require varying degrees of higher order thinking.
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Computer-based assessment methods,
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computer-based adaptive
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simulations, 164–168

Computer-based games, 168–169
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Conceptual ecology, 79
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Conceptual frameworks, 51–56
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Construction technologies, 31, 250
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Criterion-referenced interpretations, 72
Critical thinking, 112
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benchmarks for grades 6–8, 233
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Currency, reviewing items for, 50

D

Data from the NAEP long-term science
assessment, 101

DBS. See Design-Based Science
Decision making, 112
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Defining technological literacy, 29–40

assessing technological literacy, 38–39
attitudes and the assessment of

technological literacy, 36
attitudes toward technology, 36–37
the designed world, 30–31
dimensions of technological literacy,

37–38
Design and systems, 214–215

benchmarks for grades 3–5, 214
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benchmarks for grades 9–12, 215
benchmarks for grades K–2, 214

Design attributes, 236–237
benchmarks for grades 3–5, 237
benchmarks for grades 6–8, 237
benchmarks for grades 9–12, 237
benchmarks for grades K–2, 236

Design-Based Science (DBS), 95, 274–
277

background, 274
committee observations, 276–277
sample items, 275–276
scope, 275

Design criteria, 48–56
avoiding bias and accommodating

disabilities, 50
conceptual framework, 51–56
encouraging higher-order thinking,

50, 280, 335
gathering data useful to the purpose,

49
general criteria, 48–50
identifying, 48–56
meeting a specific purpose, 48–49
possible purposes for assessments, 49
reflecting appropriate content

standards, 50
reviewing items for currency, 50
using insights from cognitive science

about how people learn, 49–50
Design process, 41–59

applying, 239–241
interative, 43
linear steps in, 43–59
standards related to, 236–239
and technology, 271
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Design Team Assessments for
Engineering Students, 95,
277–280

background, 277
committee observations, 280
sample items, 278–280
scope, 277–278

Design Team Knowledge Assessment,
104

Design Technology, 95, 111, 280–284
background, 280–281
committee observations, 283–284
sample items, 282–283
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